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Preface

This book includes contributions from four AHFE affiliated conferences, Human
Factors, Software, and Systems Engineering, Artificial Intelligence and Social
Computing, Human Side of Service Engineering and Human Factors in Energy.
The book is divided into seven main sections:

Section 1: Software and Systems Engineering Applications
Section 2: Advancing Smart Service Systems and The Contributions of AI and

T-Shape Paradigm
Section 3: Innovations in Service Delivery and Assessment
Section 4: Artificial Intelligence and Social Computing
Section 5: Social Network Modeling
Section 6: Human Factors in Energy Systems: Nuclear Industry
Section 7: Applications in Energy Systems

The discipline of Human Factors, Software, and Systems Engineering provides a
platform for addressing challenges in human factors, software, and systems engi-
neering that both pushes the boundaries of current research and responds to new
challenges, fostering new research ideas. The first section focuses on software and
systems engineering applications. In this book, researchers, professional software
and systems engineers, human factors and human systems integration experts from
around the world addressed societal challenges and next-generation systems and
applications for meeting them. This book focuses on the advances in the Human
Factors, Software, and Systems Engineering, which are a critical aspect in the
design of any human-centered technological system. The ideas and practical
solutions described in the book are the outcome of dedicated research by academics
and practitioners aiming to advance theory and practice in this dynamic and
all-encompassing discipline. The books address topics from evolutionary and
complex systems, human systems integration to smart grid and infrastructure,
workforce training requirements, systems engineering education and even defense
and aerospace. It is sure to be one of the most informative systems engineering
events of the year.
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If there is any one element to the engineering of service systems that is unique, it
is the extent to which the suitability of the system for human use, human service,
and for providing an excellent human experience has been and must always be
considered. Section two addresses topics related to Advancing Smart Service
Systems and The Contributions of AI and T-Shape Paradigm, and section three
covers topics related to Innovations in Service Delivery and Assessment. Sections
two and three focus on the Human Side of Service Engineering (HSSE 2018) which
took place at the Loews Sapphire Falls Resort, Universal Studios Orlando, Florida,
from July 21 to 25, 2018. The AHFE HSSE 2018 conference was co-chaired by
Louis E. Freund and Wojciech Cellary.

As Artificial Intelligence (AI) and Social Computing (SC) become more
prevalent in the workplace environment and daily lives, researchers and business
leaders will need to address the challenges it brings. Roles that have traditionally
required a high level of cognitive abilities, decision making and training (human
intelligence) are now being automated. The AHFE International Conference on
Human Factors in Artificial Intelligence and Social Computing (AISC) promotes
the exchange of ideas and technology, which enables humans to communicate and
interact with machines in almost every aspect. The recent increase in machine and
systems intelligence leads to a shift from interaction to a much more complex
cooperative human–system work environment requiring a multidisciplinary
approach. Section four addresses topics related to Artificial Intelligence and Social
Computing, and section five focuses on Social Network Modeling.

Human Factors in Energy focuses on the Oil, Gas, Nuclear and Electric Power
Industries and aims to address the critical application of human factors knowledge
to the design, construction, and operation of oil and gas assets, to ensure that
systems are designed in a way that optimizes human performance and minimizes
risks to health, personal or process safety, or environmental performance. The
conference focuses on delivering significant value to the design and operation of
both onshore and offshore facilities. Sections six and seven address topics related to
Human Factors in Energy Systems: Nuclear Industry and Applications in Energy
Systems.

Each section contains research papers that have been reviewed by members
of the International Editorial Board. Our sincere thanks and appreciation to the
board members as listed below:

Software, and Systems Engineering/Artificial Intelligence
and Social Computing

A. Al-Rawas, Oman
T. Alexander, Germany
Sergey Belov, Russia
O. Bouhali, Qatar
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Henry Broodney, Israel
Anthony Cauvin, France
S. Cetiner, USA
P. Fechtelkotter, USA
F. Fischer, Brazil
S. Fukuzumi, Japan
Ravi Goonetilleke, Hong Kong
C. Grecco, Brazil
N. Jochems, Germany
G. J. Lim, USA
D. Long, USA
M. Mochimaru, Japan
C. O’Connor, USA
C. Orłowski, Poland
Hamid Parsaei, Qatar
Stefan Pickl, Germany
S. Ramakrishnan, USA
Jose San Martin Lopez, Spain
K. Santarek, Poland
M. Shahir Liew, Malaysia
Duncan Speight, UK
Martin Stenkilde, Sweden
Teodor Winkler, Poland
Hazel Woodcock, UK

Human Side of Service Engineering

Alison Amos, USA
Clara Bassano, Italy
Freimut Bodendorf, Germany
Carolyn Brown, USA
Bo Edvardsson, Sweden
Walter Ganz, Germany
Dolly Goel, USA
Kazuyoshi Hidaka, Japan
Keisuke Honda, Japan
Kendra Johnson, USA
Kozo Kitamura, Japan
Eunji Lee, Norway
Christine Leitner, UK
Aura C. Matias, Philippines
Prithima Mosaly, USA
U. Narain, India
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Development of a Web Based Framework
to Objectively Compare and Evaluate Software

Solutions

Maximilian Barta(&), Sigmund Schimanski, Julian Buchhorn,
and Adalbert Nawrot

Human Factors Engineering, Bergische Universität Wuppertal,
Rainer-Gruenter-Str. 21, 42119 Wuppertal, Germany

{barta,schimanski,j.buchhorn,nawrot}@uni-wuppertal.de

Abstract. We created a web based framework to objectively evaluate different
software solutions using different approaches to the same problem. Solutions
can either be single algorithms, software modules or entire programs. The
evaluation strongly relies on the human component. In this paper we describe
the conceptual structure as well as the evaluation of the first field test of the
developed framework by utilizing the implementation of two distinct georouting
algorithms as well as their validation with test users. No modification to the
tested software needs to be done, as the state of each software component is
saved and synchronized by the framework. The aim of the investigation of our
implementation is to gather usage data, which then allows us to derive proposals
for improvements upon the area of usability and user experience and to identify
properties that increases the productivity of users as well as finding out about
bottlenecks. The framework is validated by assessing the collected metrics and
the user feedback produced by the test, as distinctions in usage, user experience
and usability between the two test algorithms were identified.

Keywords: Algorithm comparison � Evaluation framework
Human factors engineering � Systems engineering � User centered
Web technologies

1 Introduction

In software development it is not uncommon to have more than one variation of an
approach to solve a specific problem, albeit it an algorithm or a user interface. But as
“Estimation of project development effort is most often performed by expert judgment
rather than by using an empirically derived model” [1] and “Goals such as simplicity,
aesthetics, expressiveness, and naturalness are often mentioned in the literature, but
these are vaguely defined and highly subjective” [2], often subjective choices are made
by the development team [3] in order to select one approach over another without being
able to base the decisions made on falsifiable data. Even when user-centered design or
user-driven development processes are incorporated – as often users participating in
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software testing declare what they like or don’t like and these values are then used to
iterate over the software, although user opinion still is a highly subjective value [2]. To
solve this problem and harden decisions for objectivity in the development process, we
propose a web based framework that tries to be a solution for this problem for web
based software solutions or software components by comparing any two given pieces
of software and producing quantified user data in the review process.

The proposed framework is aimed to objectively compare and evaluate software
with a web endpoint. The overall goal is to measure, gather and quantify objective user
data from two given pieces of (web based) software in order to identify which of the
tested solutions quantitatively performs better (e.g., which solution allows users to
complete certain defined tasks faster, or what solution takes up less bandwidth, etc.).

Additionally subjective user opinions are collected as well, so that data needed by
more conventional approaches is not lost and can be used to determine user opinions.
As the output of subjective user opinions also rely on the method of how it is acquired,
we tried to follow established guidelines on how to formulate questions in our field test
by following propositions made by Figl [4].

As a result the researched framework can also be used to harden user-centered or
user-driven development against the highly subjective and suggestive nature of the
human factor in such a way, that the grade of the fulfillment of requirements of the
tested software can be measured objectively and used to improve the user experience
and usability of a to be developed end product, as defined by ISO 9241-210 [5] and
ISO/TR 16982:2002 [6] respectively, but also to identify possible missing or faulty
functionality.

2 Methodology

Our framework is being actively developed and built around modern web technologies
without relying on any 3rd party libraries or frameworks. This and the overall archi-
tecture of the framework enables virtually any software with a web interface to be
tested with our framework. Also the software to be tested does not need to be hosted on
the same machine as the framework itself, although some security restrictions apply
(see Sect. 2.1 Framework).

2.1 Framework

While the main reason to develop this framework was to improve the usability and user
experience of another piece of software – and thus making it a kind of meta software –
we intentionally modeled the framework’s end-user interface to be as minimal as
possible, resulting in only a small toggle switch to switch between the two pieces of
software that are about to be tested as shown in Fig. 1. As there is an application
programming interface (API) endpoint for this feature, this functionality can be
embedded within the test subject software if desired.
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The small code footprint of our frameworks client-side code (the uncompressed
code size is currently smaller than 50 KiB) and architecture (see Fig. 2) enables easy
adding of software that should be tested – the only real restriction, aside from the
software being web-based, is that the added test software needs to allow cross domain
requests from and to the host the framework is located at; this can be done for example
by setting the Access-Control-Allow-Origin header at the target software’s host to an
appropriate URL. The framework transparently wraps itself around the externally
loaded software and immediately starts gathering telemetry, once a user opens it. Some
of the data we gather consists of the load time of the software, several sub-modules,
mouse position, clicked elements et cetera (see Table 1).

Fig. 1. Single user interface configuration with a toggle to switch between the two
target algorithms. The switch is indicated by the arrow.

Table 1. Non exhaustive list of gathered telemetry in no particular order

Load time (server) Execution time (client) Clicks

Pointer position Events triggered Keyboard input
Form post data Operating

system/device
Screen resolution

Traffic produced Browser used Location of the user
AJAX calls
(URL/parameters)

Latency (e.g., click to
action)

Exposed test software data (e.g.,
REST-responses)
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Network activity is intercepted and logged as well. All of this predefined, well
formed, quantifiable data is then stored in a relational database. All other data, like for
example output produced by the tested software, is stored in aNoSQL [7] database, which
enables us to store virtually any information that can be produced by web based software.

Despite being able to gather all this data, the evaluation of unstructured data can
become very complex. In order to ease processing the data further we provide an API
endpoint for both the unstructured and the already structured and evaluated data.

In order to add and compare two distinct software programs, a simple edit in a
configuration file needs to be done:

// config.json
{

”software”: {
”first”: {

”url”: ”https://www.asoftware.com”
},
”second”: {

”url”: ”https://www.someothersoftware.net”
}

},
/* ... */

}

Fig. 2. Schematic representation of the framework’s architecture.
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Where first.url and second.url respectively define the entry point of the software
that should be added. The framework supports adding tasks that are presented to the
user in the form of a notification box (see Fig. 1) by default, as well as prompt the user
for feedback. The overall design and presentation can also be modified with standard
web techniques, i.e. Cascading Style Sheets (CSS) or JavaScript. User input can either
be gathered via a free form text input field, a range slider, a simple 1–5 star rating, a list
of choices or a combination of all of the former (see Fig. 3).

Tasks and feedback prompts can be triggered when a specific state in the software
to be tested is reached – this can be anything from either receiving a specified
web-request, a time based trigger, the user clicking on a specific element, performing a
specific series of inputs or the lack of inputs.

As the framework wraps itself around the test software every piece of the software
that is available to the client is also accessible by the framework.

3 Field Test and Framework Evaluation

One of the advantages of the framework being web based is that testing does not rely
on a special laboratory setup but can be done by users at any given time anywhere a
web capable device and web access is available; for as long as the test is enabled.
Naturally this also greatly improves the diversity of devices participating in the eval-
uation compared to the amount of distinct devices that would be used for testing if the
test was conducted in a setup environment where the same devices are used across
various different test users.

Fig. 3. Live field test snapshot. Demographic data being collected with various input methods.
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3.1 Setup

In order to test the viability of the framework itself we applied two distinct georouting
algorithms to the framework, focusing on routing users with pedal electric cycles
(pedelecs) in and around the city of Wuppertal, Germany. The two algorithms were
developed for the Electric Mobility centered research project EmoTal [8]. To keep the
focus on the algorithms rather than the user interface the same and visually reduced
user interface was used for both routing algorithms – resulting in very few and minor
usability differences.

The field test was not conducted in a prepared environment (i.e., laboratory setup),
giving all participants the degree of freedom to participate from no bound location (like
home, office, on the road, etc.) and with the device each individual user prefers (for
example desktop computer, smartphone or tablet device). The test itself consisted of a
blinded-experiment, more specifically a double-blind test as proposed by Rivers and
Webber [9]. This means that in our field test example the two algorithms that were
examined were randomly mapped to the first or second choice on each new attempt, so
that a bias towards Algorithm A or Algorithm B could be ruled out. Also tasks presented
to the user were permuted (where applicable) in each run for the same reason.

In order to extend the reach of the field test, the city of Wuppertal advertised the test
on their homepage. Overall a participation count of n = 351 was recorded – tests where
the participant only opened the framework and did not enter anything were not saved
and are not considered in the final results. Tests that were only completed partially were
also discarded in the final results, but can still be used for analyzing (for example when
and why the user jumped off).

In its current state (as of writing this paper) the framework does not provide an
administrative back end. That means that all evaluation was computed manually by the
researchers on the data stored in the database. In future versions of the framework we
will provide tools to easily generate reports containing the most commonly used
statistics as well as the ability to customize queries. Intriguingly the framework itself
could be used to aid in the development process of such a back end (see Sect. 4
Outlook).

3.2 Field Test Results

The field test results presented in this paper are not exhaustive and should rather give a
general overview. While evaluating the test results a bias towards one of the two tested
algorithms could be identified. Users also tended to either omit rating the algorithms
altogether (which was perfectly legit as we did not enforce a rating) or gave both
algorithms the maximum score of 5 points (see Table 2).

Giving demographic and personal information was voluntary, for example this
resulted in a ratio of approximately 75% of all users giving information about their age.

The average age of all participants was 45 years, with the youngest participant
being 15 years old and the oldest being 77 years old (see Fig. 4). The top three
occupations for the testers were student, official and employee. Users rated themselves
on average a 3.5 out of 5 in smartphone proficiency.
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Although users were encouraged to do so, only 9 out of the 351 participants gave
unsolicited feedback. In contrast to that, 109 free form text notes were made. Some
recurring remarks that were made, concerned the routing of either algorithms with
some route section being too steep or allegedly taking some detours. Less common
were remarks about the generated routes routing over too many main streets, or that
both algorithms generated the same route altogether. Overall users took an average of
about 80 min to complete the entire test.

3.3 Framework Validation

While the first field test proved the framework to be robust from a technical point of
view – no major performance issues or system down times occurred during testing –

some other issues were identified when the test results were being evaluated. As the
structure produced by the tested software can change rapidly (as in general the tested
software is software in active development) we utilized a non-relational database for
this purposes. But even within our controlled field test the logged amount of
unstructured data per user often exceeded 100 KiB, this could become a performance
issue when importing the data set as a whole into statistics- or spreadsheet-software.

Table 2. User evaluation of the algorithms based on ratings from 1–5.

Rating Algorithm A Algorithm B

1 8 3
2 8 14
3 13 18
4 19 14
5 122 156

Fig. 4. Field test results – test users by age
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Validation of the framework itself was done using the evaluation of the field test. It
could be shown that an algorithm with which users were the most productive
(time-wise) could be identified (see Fig. 5). Also the objective data gathered correlates
with the user subjective feedback.

4 Outlook

The framework could not only be used to aid in software development, other uses are
also conceivable and practical. For example the framework could be used to aid in
making commitment decisions for companies on what product should be chosen over
another by comparing two very similar software solutions.

Future versions of the framework could also incorporate the ability to test multiple
software solutions at once (up from the two that are currently mandatory and possible).
Also only allowing one software solution to be tested at once could be a possibility.
This would enable the framework be solely used as a telemetry data gathering tool. In
order to give users a better impression of the tested algorithms/programs a split screen
mode will be implemented, so that both test subjects can be displayed at once.

5 Conclusion

This paper proposed a new approach to objectively compare and evaluate the usability
of software components which aids in the development process by using the generated
results to improve the overall usability and user experience of said software. The first
field test demonstrated not only how the framework can be used for evaluation and
improvement purposes, but also showed the framework’s limitations. Based on the

Fig. 5. Field test results – Average task completion duration by algorithm.
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results of the first field test, plausible improvements were made and implemented into
the test subject software. This was done by taking higher rated algorithm and tuning it
in such a way that the routes generated integrate the most often made user remarks like
tuning the steepness of some routes and removing perceived detours (see Sect. 3.2
Field test results) and thus improving the user experience. Also properties of the overall
lower scoring algorithm that users rated better, were implemented in the other algo-
rithm. With further iterations we will add more improvements to the framework which
will help in evaluating and comparing target software.
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Abstract. A marine propeller company and a technical university collaborated
to optimize the company’s existing propeller design software. This paper
reviews the project based on a sociotechnical perspective to organizational
change on (a) how the university-company project and user involvement were
organized, and (b) what the main management barriers were and why they may
have occurred. Fieldwork included interviews and observations with university
and company stakeholders over thirteen months. The data was analyzed and
sorted into themes describing the barriers, such as lack of a planned strategy for
deliverables or resource use in the project; the users exhibited low adherence
towards the optimized software, as well as there was limited time and training
allocated for them to test it. Lessons learned suggest clarifying stakeholder roles
and contributions, and engaging the users earlier and beyond testing the soft-
ware for malfunctions to enhance knowledge mobilization, involve them in the
change and increase acceptance.

Keywords: Software development � User participation
Sociotechnical systems � Organizational change � Knowledge transfer

1 Introduction

This paper describes and examines the case study of a software optimization project
that took place at a well-established company that had developed in-house marine
propeller design software and used it for many years. The software required its users
(the propeller designers) to manually insert and adjust propeller blade parameters based
on professional experience and skill and according to customer requirements, reiter-
ating until a best-fit was found [1]. The number of design alternatives tested was thus
limited and time-consuming (commonly around seven baseline designs each iterated 3
to 8 times, which might take about a week). Alternatively, the automation of this
process via algorithms has made optimization more feasible. Hence, the company in
collaboration with a technical university initiated a project for the development of
algorithms for marine propeller design optimization. The optimization would allow the
software to automatically run more than hundreds of iterations of each baseline design
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and run an element of self-assessment regarding the most suitable design solutions (and
therefore provide the users with decision support) within about two days, while the
users were free to engage in other tasks. The optimization was intended to render the
use of the software more efficient and objective, as well as increase the overall per-
formance of propeller design in terms of production costs, efficiency and passenger
comfort, ultimately amplifying the company’s competitive advantage and the possi-
bility of attending to a larger number of projects in a shorter period.

At the university, a marine technology researcher was responsible for the devel-
opment, testing and implementation of the software optimization (whose role is hereby
defined as developer). Several visits to the company took place during the project, as
well as regular meetings on both premises. The developer was in contact with the
company’s project coordinator, the propeller design team manager, and a propeller
designer as a user representative. The project coordinator ensured that the software
would fulfil the company’s needs and monitored the progress of the developer; the
design team manager and the propeller designer aided the developer in terms of the
software modules needed and bugs. The software optimization was to be developed
and tested with users iteratively to spot software bugs and correct them.

Retrospectively, barriers to the software project management and user engagement
practices were identified and thus the intent of this paper is to describe and examine
(a) how the university-company collaboration project and user involvement were
organized, and (b) what the main management barriers were and why they may have
occurred. The discussion of the barriers draws from references – and contributes to the
research and body of knowledge – in software development risk management,
sociotechnical theories and participatory approaches.

2 Theoretical Background

Software development risks occur when technology, tasks, structures and actors are in
conflicting states and harm the stability of the sociotechnical1 system [4] (see also
Leavitt [5]). This instability can happen due to limited information, skills or resources
necessary for the developers to make alternate and useful design decisions, as well as to
appropriately implement them. Inadequate software performance, delays, implemen-
tation processes exceeding the budget, being discontinued or requiring significant and
expensive programming adjustments after implementation so that the users can accept
it are examples of potential circumstances that render software development projects
unsuccessful [4, 6]. In addition, collaborative research and development (R&D) pro-
jects between universities and companies are a common setting where lack of com-
munication and of mutual understanding of the collective objectives can generate
inefficiencies in the project outcomes [7]. To address similar threats, literature has
suggested a sociotechnical risk-based approach to organizational change by technology

1 A sociotechnical approach to systems is one where the technological and the social are mutually
dependent [2, 3]. Linking the technology and the personnel are routines, organizational structures
and processes, and beyond the boundaries of this system is an external environment in which the
system exists, upon which it depends and to which it must adapt [3].

A Case Study of User Adherence and Software Project Performance Barriers 13



by collecting more information about the three environments in which the software
development is taking place, to improve knowledge mobilization and diminish
uncertainty [4, 5]: the system/use environment where the software is to be operated; the
development environment where the software is developed; and the management
environment that determines how the software development management occurs.
Software development risks within the system/use environment can range from users
not knowing how to use the software to not accepting it. Risks within the development
environment might be associated with the lack of capabilities of the developers to
analyze the system/use environment concerning how the software can be used and
implemented. Lastly, risks within the management environment might be related to the
managers’ lack of knowledge or attention to certain available information necessary for
the success of the development process [4].

Definition of the important stakeholders to project success, appropriate stakeholder
management and direction through the project is required to respond to the ambitions
of the project [4, 6, 8, 9]. There must be a feedback loop throughout the process
between environments to improve experiences and methods; to accentuate teamwork
and user participation [4]. Joint problem-solving must take place to ensure that goals
are mutually understood among the stakeholders who are involved in the process and
will be affected by the change [10]. Frequent interactions and strong partnership ties
should stimulate more knowledge transfer [7, 11] and enhanced technology and
innovation [11], and help clarify the goals of all parties [7, 10, 11].

The success of a technology might be determined by whether its impact on the
users and the ways they work were captured [12], ensuring that the technology is
congruent with the users performing the tasks and not triggering negative effects in the
efficiency of the overall system [3]. This suggests a triangular relationship: the
developer (actor) will use research and development methods (means) to develop a
software tool (end), and the software is in itself a goal. On the other hand, the users of
this software will simply see it as a means to achieve their own end-goal. In other
words, one person’s work outcome becomes another person’s work tool necessary to
complete work tasks that will in turn help maximize company success. The develop-
ment environment should inquire the use environment and understand the impact of the
technology from a sociotechnical viewpoint to help predict risks, prepare the organi-
zation for the change and reduce resistance [4, 13]. This can be accomplished by
optimizing the work system that comprises the technology and the personnel [3] by
involving the end-users to facilitate the transmission of relevant information and
knowledge within and between organizations.

User involvement has indeed been suggested to help mitigate the risk of mis-
spending resources on the progress of a product that is based on incomplete or
misunderstood requirements, thus reducing the product’s risk of failing to meet
stakeholder requirements or being rejected by its end-users. It has been suggested to
help boost the users’ acceptance, commitment and trust in the product as they
understand the characteristics of the system and its value and that the design is being
suited to them rather than imposed [14]. It has been suggested to help elevate the
reputation and competitive advantage of the organization [14]. User participation,
promoted at the early stages of the process, has also been found to help reduce
uncertainty by filling in information gaps in collaborative projects [10], as well as
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determine the usefulness of the project outcomes [9], since the end-users possess expert
knowledge of the operations. Tait and Vessey [6] advised that, to predict the success of
the user involvement and of the introduction of a computer system into an organization,
accounting for environmental factors in the development process (e.g., project resource
constraints), the technical subsystem (e.g., system complexity) as well as the user
subsystem (e.g., system impact and user attitudes) is key.

3 Methods

Following the initiation of the project, a fellow researcher at the university – from the
field of Maritime Human Factors (main author of this paper, whose role is hereby
defined as researcher) –was given the opportunity to observe the project. Fieldwork and
data collection included fourteen meetings at university and company premises over
thirteen months, particularly twelve semi-structured interviews with project stakehold-
ers (nine of which with the developer, one with the project coordinator, one with the
propeller design team manager, and one with a group of three available propeller
designers), and attendance of two general project review meetings [15–17]. The inter-
view with the project coordinator was aimed at capturing the company’s objectives and
requirements of the project; with the propeller design team manager and the propeller
designers at understanding propeller design procedures pre- and post-software upgrade,
and exploring the propeller designers’ expectations of how their design practice could be
affected and optimal design solutions found. The interviews with the developer hap-
pened regularly to capture his work and the organizational structure of the optimization
and deployment process. Events missed by the researcher were reported back by the
developer. Each meeting had the approximate duration of one hour. The interviews were
audio-recorded and all data collection events annotated [16]. Field notes were incre-
mentally and chronologically documented, highlighted where relevant, and memos and
codes helped to reduce the data and identify the main themes iteratively [16, 18–20]
based on a thematic analysis [20, 21]. Literature was then studied to help understand the
observed barriers in the project and potential mitigation.

4 Results

Before the official launch of the project (during a definition phase), the optimization
developer investigated the original software and the tasks of its users (propeller
designers), with the help of the company’s appointed user representative. Once the
project was launched [year 3], the developer also kept contact with the consultant
developer in charge of the Graphical User Interface (GUI) and with the project coor-
dinator and the design team manager at the company. Together they refined the
technical requirements to achieve the project’s specific goals, affecting the development
of the optimization routine.

The computational power available to the developer required a certain time for
running test trials and this hindered spotting errors and debugging. Considering this
and the company’s intention that all users should begin to integrate the upgrade into
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their daily work activities, the beta upgrade was deployed [year 4]. This was an
explanatory session from the developer, passive from the users’ side. The users were
then requested by the company to explore and test the beta version of the optimization
upgrade on real propeller design cases, and to report bugs and suggestions to the design
team manager if wanted. For this to be done, the developer and company needed user
buy-in, but this did not occur as expected.

For another year, the developer performed optimization code modifications and
testing, and then provided the users at the company with a more thorough introduction
and a tutorial session of the optimized software as a way to push for the use of the new
software, to transmit how it was intended to be used, and for the propeller designers to
get familiarized with the product, find bugs and propose remedies [year 5]. The tutorial
session included an explanatory section and typical scenarios for user familiarization
(only half of the ten users were present). During the tutorial session, information was
provided in terms of technical functionalities and of interface characteristics compared
to the original software. The developer also prepared an instructions manual for the
usage of the software. Months later [year 6], the developer presented to the company
the results of his latest developments based on previous meetings. He showed the group
of users (in total four were present) that the optimization upgrade was working suc-
cessfully on typical propeller design tasks. The automated optimization yielded solu-
tions comparable to the manual benchmark designs. The developer received
encouraging feedback from the management team, who believed that the recent
modifications would solve the long-time reluctance to usage by the users by expanding
functionality automation. The users also seemed positive, but emphasized their lack of
time for exploring and using the upgrade.

Less than a half year later, the design team manager moved to university premises
and changed his role to work more closely together with the developer. The company
began allocating specific time for a couple of users to test the software in real-life
propeller projects and compare the results against manual designs. The GUI was also
further developed before the developer’s university affiliation voided and he handed the
optimized software over for further development [year 8]. The following themes
describe the set of organizational barriers hypothesized to have factored into the limited
adherence of the users to the new software and into the project delays.

Time Allocation and Technical Readiness: The users repeatedly emphasized the
high workload with propeller orders and lack of time for trying out the new software
upgrade (“It takes time to learn, and we have very many projects to handle”). The
motivation to do so also seemed negatively affected by the fact that the software was
not finalized; it was deployed at an ongoing development phase with the intent of
testing it for bugs with the users, receive feedback, correct, and deploy again. Con-
sidering this, learning an alpha or beta version that was likely to suffer alterations and
have to be relearned was not prioritized among dominating tasks. At this stage, the
users were pushed by the company management to begin integrating the new software
upgrade into their daily design activities, which the users also deemed problematic
from an automation reliability perspective. The integration into daily work relied on the
users’ own initiative, as it was not made mandatory nor was a deadline established by
the management. In relation to this, the developer encountered problems getting all of
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the users together in the same room for project workshops dedicated to providing
software information and training, testing and troubleshooting.

Perceived Relevance and Trust in Automation: Applying the software upgrade,
especially an unfinished version, to real-life propeller projects in progress represented a
high-risk activity in the sense that it could cause a negative impact on their work
performance if the output was not reliable. The users did not know to what level the
new software solutions could be trusted, and this implicated more time and resources
for double-checking until they could gain trust in the system: “We should run the
regular process and see if we can trust the new software. At least in the beginning to
confirm if it runs properly”.

The interviewed users were eager and optimistic concerning improved efficiency
and time-saving aspects of the optimization (e.g., “Less time and more iterations. Good
for doing ten times as many iterations and fine-tune the results”; “it goes into areas
that you wouldn’t get into if you do it manually”). Yet, they expressed reservations
towards automation that the project failed to account for. The possibility of automating
a set of decisions that were originally made by the designers based on their experience
and knowledge was questioned. This was also perceived by the users as a replacement
of their work, therefore becoming a risk for future designers who would not be trained
to judge the suitability of the software results. This called into question what role they
would be fulfilling and what skills they would be expected to have (“Everyone can
press the button and run it”; “(…) now you don’t know what the tool is doing and in
order to decide if the result is ok, you have to know what it does”; “The risk is that
people doing the design don’t have the knowledge, so they can’t judge when there’s
something wrong. If a module doesn’t work, you should know why. You can’t run
everything automatically because you lose control of it”). The users expressed,
therefore, an increased need for training with higher levels of automation, to be able to
understand what the computer is running and how.

Training Needs: Users reported that they wanted more instances with the developer
for instructing them on how the software was intended to be used. That way, the users
felt they would not have required so much time for learning it by themselves, and
integration in their daily work might have become an easier and faster process.

Project Management Strategy: The project did not use any particular management
strategy or specific deadlines for delivery. There was no clear separation of the design
stages or a clarification of when and how the users were expected to intervene. Only
during the last year of the project did the management team begin to implement certain
milestones and deliverables and to document, which had not been prioritized in pre-
vious years. The developer reported that defining milestones was helpful in the project
but that he understood the unpredictability and difficulty of setting deadlines in this
R&D endeavour. At this stage, the developer chose to look up the human-centred
design (HCD) cycle on Google – knowing that it was one of the human factors
researcher’s topics – and claimed he perceived his own optimization development
process to mirror the HCD concept in terms of having the user in mind. However, he
recognized that this approach could have potentially represented a solution for certain
issues encountered in the project had it been considered from the beginning. For
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example, the developer realized by the end of the project that the GUI had not been
appropriately tailored for the users and that this might have been an impact factor on
the users’ hesitation to using the optimization upgrade in their daily work (“usability of
the GUI is not optimal (…) it could be better, more flexible and self-explanatory”). At a
separate instance, the project coordinator was convinced of the benefits and main
constraints of the optimization upgrade, but also believed that the process of designing
this upgrade was critical to its “user-friendliness”. Such realizations and modifications
to the structure of the project reflected the need for and interest in a user-oriented
project management strategy to help attain the project’s objectives successfully.

Stakeholder Roles and Task Centralization: During his involvement, the developer
led tasks of a technical and logistic nature, not having a software development back-
ground. Although this project was collaborative, the principal tasks converged to the
developer. The developer maintained close ties with the rest of the team, although the
strength of these ties varied. For example, the ties with the group of end-users were not
continuous, as there was a physical separation between premises and the end-users
were only involved in a software testing capacity. In addition, test reports from the
group of users, for instance, were to be passed on to the design team manager who
would only subsequently transmit them to the developer.

Those developing the software optimization and the GUI did not have an internal
affiliation with the firm where the software was to be used. So as the developer was not
within the company, core information or more practice-based knowledge were not as
accessible.

User Requirements and Expectations: Having appointed a user as the developer’s
contact person and requested the remaining users to test and report system errors
reflected the developer’s and company’s will to incentivize direct user participation.
The contact person’s role was informative regarding the functions of the original
software to discuss what could be altered towards the automation objectives. There
were emerging requirements through the process, and technical availability was dis-
cussed among the team. The participation of the remaining users was requested on a
testing basis, and their reluctance to contribute was a continuous barrier in the timely
progression of the project. The input of the user representative could not fully cover the
other users’ design experience or their perceptions, expectations or reservations
towards the software upgrade.

5 Discussion

The outcome of the developer’s work (which occurred within the development envi-
ronment) would become the propeller designers’ new work tool to fulfil their tasks at
the firm, which would in turn play an essential part in meeting overall company goals
(within the system/use environment), as illustrated in Fig. 12. The precondition for the

2 The management environment encompasses both the stakeholders at the university and the managers
at the company in a continuous back-and-forth of information and joint decision-making.
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company to attain their company strategy is thus by having their designers successfully
fulfil their work goals. This points at the designers as users of the optimized software as
key stakeholders in the success of the project [9], and the optimized software would
come to impact the propeller designers’ required skills and ways of performing their
tasks, and in turn the activities of the company as a whole, in a chain of changes [22,
23]. Hence, lack of vertical alignment or mismatches can represent risks in the
sociotechnical system. The definition and alignment of objectives between the uni-
versity and the firm occurs with communication and collaboration [10], with infor-
mation sharing across environments [4] and with maintaining strong ties through the
process [7, 11].

Fig. 1. The risk-based software development model combined with the activity theory model
demonstrating the sociotechnical nature of the project with the triangulation between actors, tasks
and tools in the project environments (adapted from Andersson et al. [24]; Karlsson [25];
Lyytinen et al. [4]).
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The software would increase productivity at the company by automating much of
the workload in propeller design, and decreasing diversity and subjectivity [13] of
propeller design dependent on the experience and choices of the individual marine
propeller designer. Ultimately, the software upgrade brought an extra level of
automation to the work of the users, modifying the way they were expected to
accomplish their tasks and the skills necessary. Since the original software had been
consistently used for several years, it was well known to its users. Its lower level of
automation allowed them to have higher level of control and more transparency to the
process. The optimization upgrade, on the other hand, partially automated the task of
the users through algorithms, turning it into a cryptic process for them [3]. Conse-
quently, the users were now presented with a process that they could not control
sufficiently to interpret whether the output was reliable, at least at the initial stages of
the testing. This caused resistance to usage in real propeller design cases [26, 27], and
lowered perceived system usefulness [28] linked to some reservations as to what this
automation would implicate for them as expert designers.

The development of such algorithms entails capturing the knowledge of the users,
which was attempted through user representativeness. Yet, as the objective was to
standardize/automate the users’ subjective knowledge into the software code, the
representativeness of one user is questioned. The remaining users were asked to pro-
vide input mostly at a testing and deployment stage, but had technical difficulties with
the system, did not know how to use it or have time to try it or learn it; did not prioritize
it or trust it since the algorithm integration and GUI were not fully matured yet. The
users wanted more training, but the developer had a hard time getting them together in
one room. As is portrayed in Fig. 1, the developer was external to the use environment,
and hence needed support from the management at the firm to establish and help him
maintain ties with the users, allocate more time for joint activities and problem-solving
within the project. The users themselves needed more support from the management to
orientate themselves with the optimized software rather than just getting a push to use it
with limited time and training, and no particular deadlines. In retrospect, the team could
see the benefit in more structured planning for clearly defined stakeholder contribu-
tions, milestones and deadlines for delivering the optimization upgrade [8, 9], and in
requesting more user input, for example, on the new GUI, and how these adjustments
might have incentivized user adherence to the specified project events where their
participation was requested.

The user involvement, being that of the user representative or of the remaining
users, was focused on the technological variable (what functions the algorithms could
cover, the performance of design outcomes, system malfunctions). What could not be
captured or predicted to the same extent was the human element/actor variable [4, 5].
This in the sense of (a) what concerns and attitudes the users had towards the
automation, (b) what it would mean for the users’ skill development and expert
knowledge to have a software tool make propeller design decisions for them, and
(c) how their design work and skills would be required to adapt. Heuristics can be
helpful for the project team to initiate reflection about the tasks to be performed within
the use environment [4]: What is the impact on user tasks? Will actors be critically
dependent on the system? Is there much unarticulated, tacit knowledge involved? How
much variation and flexibility are involved in the tasks? Are the actors’ expectations
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realistic? Do actors personally benefit from the change? To capture these aspects at the
human element/personnel level and assure acceptance [14, 28, 29], an early analysis of
the impact of the technology is recommended to occur to help establish design alter-
natives [3]. Moreover, involving users not just in a testing capacity might have, from an
earlier stage, amplified the capabilities necessary for appropriate and effective
knowledge transfer in the system [30], and better prepared the users for the change [6,
13].

Introducing a new technology in favour of company goals not in alignment with the
tasks and needs of the personnel subsystem may have a negative impact on the output
of the entire work system. Optimizing the work system as a unit, then, means
reimagining the technology and the personnel as a unit [3]. For this, the project could
have benefited from the software optimization environment engaging the personnel
subsystem earlier to foster communication among them and obtain more user expert
input to inform both the conceptualization and the development processes of the
software [3, 4, 31]. This should help to ensure that the workers are not left with the
residual functions of the technological automations [3], which was a concern expressed
by the users. User participation before implementation at the firm, and training after
implementation are recommended interventions [28, 32], as per the training needs
expressed by the users. A sociotechnical and participatory approach can not only be
used to improve upon the usability of the end-product, but also as a way to refine and
lead the management strategy of the project [33, 34].

6 Conclusions

This case study contributes to research and to practicing managers with empirical
evidence of barriers to software maintenance management and user engagement
practices in joint R&D projects, emphasizing the relevance of a sociotechnical and
participatory perspective in organizational change. Lessons learned emphasize the
importance of a management structure that can (a) balance the objectives of the project
stakeholders, including those of the users; (b) stipulate responsibilities, lines of com-
munication, and allocate time and support to maximize the capacities necessary for
appropriate and effective knowledge transfer; (c) prepare the users for the change; and
(d) increase software adoption and use. Recommendations include facilitating user
input at an earlier stage and beyond testing the software for malfunctions, to capture
user needs and attitudes towards the software and its future impact on their work.
Future research is needed in similar in-house settings to investigate whether all com-
pany users should be involved in the organizational change or whether a subset of those
users would suffice, and in that case what the ideal number [28] of users involved
would be representative of user perceptions and attitudes. This would perhaps shed
more light on the challenges of user representation concerning the facilitation of risk
management and knowledge transfer.
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Abstract. This article will show how the planning of assembly processes by
translating the planning problem into computer-readable domains contributes to
the objectification of planning. Especially in the planning of human-robot
cooperation, this is necessary due to the complexity of the relationships of the
planning contents. For this purpose, the planning problem is transformed into an
ontology domain of which an appropriate reasoner can draw logical conclusions
from.
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1 Introduction

Maintaining competitiveness of manufacturing companies in high-wage countries is an
ongoing challenge in the context of globalized markets. Highest quality requirements,
fast reaction to market changes, mastery of variant diversity as well as the reduction of
manufacturing costs are the essential strategies to succeed in the market [1].

The assembly still has a high proportion of manual activities compared to other
areas of production [2]. Particularly in the field of large component assembly, there are
great rationalization potentials [3]. However, these do not consist in automating the
largest possible number of processes, as was the case in the 1990s [4]. Current
assembly concepts pursue the goal of “adapted automation” [5].

Due to the increasingly available sensitive robots, which fulfill the criteria and
requirements for a secure cooperation with humans, previously not automatable tasks
can be handed over to the robot in the future [6]. The drivers can have a variety of
objectives. For example, an increasing average age of the working people requires
ergonomically-designed workplaces, and robots can become assistants by taking on
tasks. In addition, for example, the assurance of quality, a shortage of workers or
rationalization efforts can lead to increased use of robots in production.

Accordingly, the decision for or against an automated process no longer has to be
done station by station, but can be broken down to the partial tasks, according to the
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specific capabilities of human or robot [7]. In this way, tasks can be assigned as needed,
depending on the availability of resources, and the system can react flexibly to changes
in the production situation [8].

To give planners who are faced with the challenge of the most efficient use of
resources in the context of re-planning or by changing boundary conditions, a
skill-oriented assembly process planning is required [9]. Against the background of
Industrie 4.0, the consistent use of planning data is recommended [10].

This article presents a method for determining the assignment of assembly tasks to
resources. It is based on a holistic approach that includes the product, the assembly
processes and the performing resources. The main focus of the method is the further
development of the skill-based approach for the planning of adapted automation, the
description of planning problems with the help of ontologies and the multi-criteria
optimization of the precedence of operations and processes. This computer-aided
processing of the planning problems enables the automatic minimization of set-up
times for tools and facilitates the implementation of adaptation planning on the basis of
already existing knowledge representations.

For the resolution of the specified planning problems, that take weighted target
criteria into account, so-called reasoners and solvers are used in the context of this
method. They are able to capture, solve and optimize planning problems that are
present in a specific planning language. For the integration of the planning description
and planning resolution, a separate assembly planning language (TOOL) was devel-
oped, which can be accessed via a web interface.

At the Center for Mechatronics and Automation Technology (ZeMA) in Saar-
brücken, the method described here is currently being tested using the example of
assembly processes from the aerospace and the automotive industry.

2 State of the Art

The planning of assembly systems differs in parts significantly from the planning of
production systems. Due to its complexity, assembly planning has developed into an
independent field of research. The description methods that are classed as classical
systematics today have been developed by REFA, Bullinger, Konold & Reger and
Lotter. They structure the planning process’ entirety into six to eight phases [11–14].
Roughly speaking, planning begins by collecting the data required for planning.
Subsequently, the planning task is specified and the assembly system basically planned.
In a further step, the planning is detailed and worked out. Subsequently the system can
be realized and introduced. The planning concludes with the system operation and the
evaluation of the real planning results.

These systematics form the basis for the research-specific approaches that have
emerged in recent years with a deeper focus on certain aspects of assembly planning.
From the variety of existing approaches, some papers with particular relevance for the
method presented in this paper will be described.

As part of his work, Weidner developed a concept for the knowledge-based
planning and evaluation of assembly systems [15]. His concept “PEAS” (Planning and
Evaluating Assembly Systems) is based on modular resources in order to calculate the
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required resource combinations against the background of the planning problem. In the
course of a computer-assisted analysis, stochastic factors of influence are taken into
account and a multi-criteria assessment procedure for the assessment of the planning
result is presented.

Rudolf also researched the topic of “knowledge-based assembly planning” with
another focus [16]. The description of the relationship knowledge between processes
and resources depending on product parameters is of particular importance to him. He
developed a concept by which these interdependencies between objects can be
described. Dependencies described once can be used in future new or adaptation
planning.

With the help of the main classes “product”, “process” and “resource”, Jonas
described a method for the integrated computer-aided planning of assembly tasks [17].
These main classes are extended in his concept by connection information and object
attributes in order to generate a data model, which contains all planning-relevant data.
The streamlining of the planning process and the avoidance of redundant data gener-
ation is his concept’s aim.

Ross develops a method for determining the degree of economic automation in the
early phase of assembly planning [18]. First, Ross sets criteria that affect the
automation decision. Through a utility analysis of the considered criteria, effort values
are determined. By comparing the cost values with the threshold values of already
implemented automation solutions, a decision can be made with regard to the
automation capacity.

Beumelburg developed a system for the skill-based assembly planning of hybrid
assembly systems [7]. She limits the focus to human-robot cooperation (HRC) sce-
narios. Beumelburg uses a catalog of criteria to determine the suitability of the actors
human and robot for a specific operation. To evaluate the assignment alternatives, a
genetic algorithm is used. In addition to suitability levels, the process time is also taken
into account.

Kluge dealt with the development of a system for the skill-based planning of
modular assembly systems [19]. He described a generic system of descriptions for
resources and processes. On the basis of attributes, alternative combinations between
processes and resources are determined, taking into account the experience of the
planners. Subsequently, the scenario-based assessment of the alternatives follows.

A skill-based analysis of the required assembly modules, as described in the
approach of Kluge, represents an efficient approach to the assignment of assembly
resources [19]. However, Kluge’s concept does not look at modules in which humans
and robots stand in some sort of cooperative relation. Therefore, it is of relevant interest
to include in the analysis the skills of people and those of robotic systems that are
allowed to cooperate with humans.

Beumelburg started here and realized this missing link [7]. In her analysis, how-
ever, she confines herself to the statement whether a human worker or a robot better
fulfills the requirements of an operation. In practice, a variety of different resources are
available today, which make a review for the planner very complex. Furthermore, the
valuation always takes place on the basis of a single operation to be considered. More
operations, which follow each other directly, are grouped into group of operations and
evaluated together. In practice, it also requires consideration of the dependency
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relationships of operations among each other that result from the choice of a particular
resource. Required setup operations may, for example, influence that, in addition to a
determined first action for one resource, it may also make sense to carry out another
action, even though the second action, taken individually, would have been assigned to
another resource.

The influences on assembly planning have been demonstrated by Ross [18].
Weidner and Rudolf developed possibilities to formalize planning knowledge and
Jonas showed how planning problems can be made computer-processible [15–17].
From this an interest for the design of an own assembly planning specific domain
language can be derived. This could describe computer-readable relations in the sense
of an ontology and in this way represent the planning knowledge. To solve the plan-
ning problems described by the planner, moreover, efficient solution algorithms are
needed that can solve multi-criteria problems as described by Beumelburg and Weidner
[7, 15].

Building on the work described here, the method developed by ZeMA addresses
the aforementioned challenges and is thus intended to contribute to the objectification
of the planning of assembly systems.

3 Method and Software Implementation

In terms of classic planning systems, the method presented here is a further develop-
ment of the rough planning and assessment phase. In particular, this section of the
planning process was focused on the software implementation. The concept of the
method also includes the provision of interfaces for the detailed planning phase and
indicates further necessary planning steps for the generation of a final assessment basis.
The method presented here is based on the following development goals:

• Planning knowledge should be formalized as semantic contexts in order to be
processed computer-aided

• Adaptation planning based on existing knowledge representations and external
ontologies should be supported

• Assignment options from resources to operations should be based on skill matching
• The representation of the hardware system components should be based on a

modular design principle, which allows skills to be aggregated over several levels
• Criteria-based planning results that were determined by a computer should always

be supplemented by the individual experience of the planner
• For the purposes of detailing or adaptation, a return of planning results should be

possible
• Dependencies between operations should be considered when calculating the results
• The alternative combinations should be calculated against the background of the

four target criteria (time, costs, process capability, quality of work) by means of a
multi-criteria evaluation and optimization procedure and should provide for both
weighting and extension of the target criteria

• The aim is to develop an assembly planning specific language that can be used to
describe knowledge representation as well as evaluation and optimization
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• The operation should be as simple and intuitive as possible for the planner with the
help of a web browser.

The structure of the method presented here comprises eleven steps. It begins with
the development of assembly scenarios for the assembly-product along the product life
cycle. In this way, the output quantity of the assembly system can be determined. In the
second step, all other planning-relevant data, such as the weighting of the target criteria
as well as the boundary conditions for the assembly system are gathered. Then, the
description of the planning problem is made on the basis of the product structure and
the assembly order derived from this structure. With the help of this information, it is
possible to gather the required operations, which can be aggregated to form processes.
An assembly precedence graph is formed that structures the processes and operations in
a predecessor-successor relationship.

All processes and operations must now be described with skills that are required for
their execution. Likewise, the resources must be described with the skills and abilities
offered as part of a skill matching to serve the needs of the processes and operations.
Figure 1 shows that resources always consist of an actor and optionally of a
task-specific tool.

The skills of the tool are attributed to the actor when used. This is followed by the
skill matching, which provides an indication of which resource combinations are
potentially eligible for the performance of an assembly activity. The result of the skill
matching is included in a suitability assessment, in which the planner’s practical
knowledge is included in the planning.

For the assessment of suitability, the interest groups responsible for assembly
determine a set of criteria in the context of a workshop, on the basis of which the
planner then assesses the appropriateness of the assignment option. The suitability
assessment criteria formulated in this context require the planner to assess the impact
on the target criteria defined at the beginning of the planning. A basic set of suitable
criteria has already been defined by Beumelburg [7].

In order to consider the cooperation of humans and robots in this method, evalu-
ation criteria for safe cooperation were added. Depending on the type of cooperation
(self-sufficient/co-existent, synchronized, cooperative, collaborative), the planner must
evaluate appropriate criteria. In the later scheduling it is taken care, that only initially
assessed forms of cooperation are actually generated. The assessment of suitability
leads to a supplement of the parameters time, costs, process capability and quality of
work. With regard to these target criteria, the planning result is also optimized.

Fig. 1. Aggregation of skills of actors and tools to skills of resources.
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In order to make the evaluation effort in the rough planning phase justifiable, a
compromise between level of detail and feasibility had to be found. For this reason,
only the parameters time (by comparing, estimating or assembling) and cost (based on
the actual cost) are evaluated on cardinal scales. Process capability (through compar-
ison, estimation) and ergonomics (through comparison, estimation or composition) are
assessed ordinal scaled.

After this step, the planning problem (product, process, resource) is described in
sufficient detail to be solved in the following step. So-called alternative combinations
have to be generated taking into account the precedence graphs, which are subse-
quently evaluated and can be further detailed. The schedule is the solution of a flexible
job shop problem (FJSSP) with multi-criteria evaluation. Since the complexity of these
problems quickly exceeds the capacity of the human brain to solve problems, a
computer-aided solution is an aspired option. For this purpose, possibilities for
computer-readable description of planning problems were first identified.

AutomationML is a neutral, XML-based data format, based on which the CAEX
module can be used to map topologies and structures [20]. Because CAEX does not
support formal semantics for reasoning and querying of engineering knowledge, the
W3C standardized Web Ontology Language (OWL) was chosen. This language allows
the precise description of assembly planning domain relationships in ontologies that
can be validated with appropriate OWL reasoners [21]. HermiT was selected for its
scope of services, good documentation and well-maintained codebase. HermiT was
selected from seven reasoners (including CEL, ELepHant, Fact++, Pellet), two of
which (Konclude and MORe) support the OWL language scope. In contrast to Kon-
clude, HermiT has the advantage of supporting the OWL API, which, among other
things, makes it possible to use it in the comfortable “Protégé” editor [22]. For the time
being, the use of the more complex MORe has been avoided to reduce the error
potential, as it is based on both HermiT and ELK. The OWL API was used in version
3.4, as this version was supported by most reasoners.

For the scheduling of processes and operations taking into account the precedence
graph as well as the optimization, methods of AI Planning were evaluated. Here are
mainly STRIPS and PDDL to call. PDDL subsumes STRIPS, is well documented,
complements numerous features such as numerical sizes and scheduling and was
therefore favored. As a PDDL solver, LPG-TD was chosen because it provided the
most advantages in terms of time and quality of solution finding compared to solvers
such as MIPS-XXL or Optic, which were also tested [23]. The performance was only
tested against TOOL domains. It was not searched for PDDL all-rounders.

For the LPG-TD solver to be able to solve the planning problem, a PDDL domain
of the planning problem must first be available. With the TOOL API developed at
ZeMA, a bridge was built between OWL and PDDL so that planning problems can be
formulated in TOOL and the planning knowledge gets stored in OWL.

HermiT is used for skill matching because using a PDDL solver at this point would
require a full specification of skills in PDDL. This is hardly possible in practice, or the
possibility of continuously detailing the planning problem represents a significant
advantage of the method. Based on the results of the HermiT Reasoner, a PDDL
domain is then generated by TOOL and with the help of LPG-TD with regard to the
target criteria solved.
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TOOL is a Domain Specific Language and stands for “Tool Ontology and Opti-
mization Language”; TOOL is implemented as a Kotlin library and interoperable with
Java. A TOOL domain includes the following key aspects:

• Module, which consists of some humans and robots that may have tools
• Action, the super-type of assembly group and component
• Skill, skills can be required by actions and can be offered by modules
• Assembly Item, the common super-type of components and assembly groups
• Action Condition, models especially the order in which actions can be performed
• Assessment, assigns cost, duration, error-probability, process capability and quality

of work to actions for a given module.

Since a large number of planning data are already digitally available in the digital
factory through PLM systems such as Siemens Teamcenter or DS DELMIA, a dis-
patcher as middleware was developed above the TOOL backend, which supports the
grpc protocol. To simplify the work with TOOL and the creation of planning domains,
a python django-based web frontend, called “MoPlaTo” was developed to assist the
planner. Here the planner can execute the steps of the method browser-supported and
the planning result data is graphically given.

Since the planning result, especially with regard to possible HRC forms, does not
include a geometric assessment, an task-based evaluation, for example with the aid of
simulation tools such as IMK ema, is a good option. This step can also be used to
further specify the ergonomic rating. It should also be noted that a risk assessment for
the selected alternative combination must take place before implementation. The pic-
ture below shows the tool chain described here (Fig. 2).

4 Results

For validation purposes, the assembly of an aircraft shell was planned. This takes place
in two stages. First, an assembly of skinner, stringer and clips is assembled and is
secondly completed with the frames. In Fig. 3, the user interface of MoPlaTo for the
planner is shown. Section 1 (left half of the picture) shows the modeling of the product
structure and section 2 (right half of the picture) shows the assembly processes derived
from this product structure. These were supplemented in further steps by their opera-
tions and their skill requirements.

Fig. 2. The blue arrows represent the tool chain which is part of the method. Gray arrows are
optional interfaces.
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Each product is assembled by an adhesive bonding process. This consists of single
processes (P), which can be subdivided into further operations (O):

Plasma activation of the surface (P) ! Application of glue (P) ! Joining of the
component (P) ! Crabbing (P) ! Thermal inspection (P).

On the resource side, there are up to three UR10 robots that are able to work in the
presence of humans. In addition, up to three people can be selected who have different
physical profiles and skills. Both robots and humans have access to appropriate tools to
handle the identified processes and operations. This information was entered into the
ontology via MoPlaTo using TOOL. The classes defined for this are briefly presented
below.

To represent the product structure, the classes Component and AssemblyGroup
exist. These classes contain the attributes and methods of the objects they designate. In
this way, the skinner is given a dimension, gripping points, surface properties and a
weight, for example. In order to ensure uniform data processing, the class definition is
based on that of common PLM systems. From these also the concept of blueprints was
adopted. The ComponentBlueprint and AssemblyGroupBlueprint classes provide a
definition of abstract objects from which individuals can be derived. This allows the
same object concept (such as stringer) to be generated multiple times. Variants of
objects are created as separate individual objects.

Skills are defined in the Skill class. The attributes and methods of Skill can also be
inherited. In this way, for example, the ability to carry out a plasma activation can be
linked with the requirement that a corresponding ozone extraction must then be pro-
vided. The description language specifies the specification of attributes as intervals.
This allows the planner to first make the description roughly and later detail it.

There are also classes for processes and operations: Process and Operation. Objects
of these classes can also be generated from blueprints or directly created individually.
Both have their name, their skills, and their relationship to the components or assembly
groups they assemble as properties.

The structure of the processes and operations is defined in the sense of the
precedence graph with the local Order method. The predecessor and successor rela-
tionships can be derived from a tree structure with edges and nodes and are stored in
the action conditions of the domain.

In addition to the actors and tools, resources also consist of basic, transport, supply
and assistance modules. These resources were implemented by the class Modules.

Fig. 3. Designing the precedence graph of a fuselage assembly with MoPlaTo
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Humans, robots and their tools are represented in their own sub-classes (e.g.,
HumanWorker, RobotWorker, ToolType) and aggregated into the Module class. Again,
the concept of blueprints has been used so that e.g. the same type of tool, which differs
only in its parameters, does not have to be recreated every time.

With this set of classes, attributes and methods the domain is basically described.
Additional aspects can be added or changed at any time. The created ontology can
already be displayed with the protégé editor. With the function planOnto the axioms of
the domain are summarized in an ontology.

Now the skill matching can be processed. This is called with the method
SkillMatchingClassification. This method invokes the required, offered and unassign-
able skills. If required and offered skills match, these relations are issued. Unknown
skills are counted as non-resolvable skills and must be checked individually. The
resulting operation resource combinations are now checked for suitability as described
in the method.

The filtered and assessed result can then be fed to the Assess method. It builds
objects that can be evaluated from the alternative assignment variants of the processes,
operations, and resources, which also include the costs, the time, the process capability,
and the work quality of the assignment variant.

The scheduling of resources against the background of the precedence graph is now
taken over by the PDDL solver. A so-called optimization task is created with the
function optJob in which, for example, it is defined under which boundary conditions
(such as cycle times or target costs) the planning problem is to be solved and which
target criterion is included in the solution finding with which weighting. The opti-
mization task is translated by TOOL into a PDDL domain and then solved by the
solver. As a result, an output file is generated and can be displayed by MoPlaTo as a
Gantt chart. It is a good idea to check the geometric relationships on the basis of the
result and to include any insights into a further assessment of suitability in order to
detail the planning.

5 Discussion

By describing planning problems with descriptive logic and integrating the correlations
in a computer-readable ontology, it was shown that planning problems can be solved
automatically with suitable reasoners or solvers. If the planner enters the logical
relationships correctly, planning decisions are made exactly on the basis of these
logical relationships. The subjective influence of the planner, which grows when the
planner can no longer objectively evaluate planning problems due to their complexity,
is thereby substantially reduced. At the points where a subjective assessment still has to
take place, this was made possible by the suitability assessment.

Since the description of planning problems in TOOL requires basic Kotlin pro-
gramming knowledge and familiarization with the TOOL API, MoPlaTo was used to
create a user interface that appeals to planners in the range of their daily methods and
does not require a substantial training period.

The separation of knowledge representation in OWL and scheduling or optimiza-
tion in PDDL has proven to be efficient. Especially due to the possibility of being able
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to modify the semantic description of the planning problem in the ontology at any time
and to call the reasoner for further conclusions, there is a significant advantage over
today’s conventional planning practice.

The improvement of the evaluation method with regard to planning optimization is
currently the focus of our research interest. Currently, only the variable costs of
resource usage are minimized. However, it is important to place the resources in the
context of the planned operating life of the assembly system, therefore the evaluation
method is currently being extended appropriately.

Since this paper focuses on the method, a number of aspects of TOOL have not
been described, or only briefly. Nevertheless, it has been shown that the use of TOOL
helps to avoid design errors when transferring planning knowledge into an ontology.
The possibilities of error compared to a direct design via Protégé Editor could be
significantly reduced. The same is true for the design of the PDDL problem. If other
methods, such as the consideration of geometric information, are taken into account,
the planner must only be able to operate TOOL, which in turn has been translated into
the web interface MoPlaTo with the aim of easy operation.
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Abstract. The term DevOps is a combination of the words “development” and
“operations”, referring to a model of software development and delivery that is
cross-functional, spanning from development to running it in production.
Containerized applications require unique toolchain and pipeline processes for
deployment that are different from conventional applications. This paper pro-
vides an overview of the tools, processes and anti-patterns for DevOps with
containerized applications.
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1 Introduction

Containerization of application components, using technology such as Docker, for
instance, provides an alternative to running them on separate physical computers or
virtual machines. Multiple containers may run on a single host sharing the operating
system, or in a clustered environment, with each component consisting of application
code and middleware.

Containers should not be seen as a complete replacement for virtual machines, but
they can be a convenient way of packaging application components in a way that
allows them to be easily deployed to multiple environments. Container deployments
are congruent with more modern leading practices in application development, such as
Twelve-Factor Apps1, which rightfully advise externalizing deployment configurations,
deploying stateless components, binding services to ports, easing startup and shutdown,
and establishing parity between deployment environments.

As an example, consider a complex web application, depicted by Fig. 1, with the
following elements:

1. A user interface, written as a collection of single-page applications (SPA).
2. A collection of web service APIs (e.g. microservices) called by the SPAs that get

data from one or more back-end systems to display to the users.

Putting each SPA and each web service API in its own container makes each
component a deployable unit which has the following benefits from a DevOps point of
view:

1 Twelve-Factor Apps. https://12factor.net/.
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1. With a one-component-per-container scheme, component development can be
spread across the development team.

2. Containerized components can be tested in isolation of other components.
3. The container image can be built just once and deployed in any environment, such

as development, test and production. Environment-specific attributes could be
specified at run-time by deployment automation tools when the container is started.

4. Modern container management systems can scale the application automatically by
launching new instances or replicas of a container.

5. Automated testing, static code analysis, and security scanning can be part of the
image build process. This shortens the testing cycle and improves security as more
issues are found before code gets to the test environment.

2 Software Development Lifecycle (SDLC) Process Flows

This section presents a software development lifecycle (SDLC) process for con-
tainerized applications. While every project will have different requirements, the pro-
cess presented here contains elements that address many common characteristics of
containerized applications. In general, the SDLC follows a high level flow depicted in
Fig. 2.

Fig. 1. A web application with a containerized architecture.

Fig. 2. The software development lifecycle (SDLC)

36 A. S. Biener and A. C. Crawford



Once the application has gone through an initial design phase, development begins
with source code updates stored in a source code management system. It is good
practice to design APIs early in the design phase, and a well-defined API should be
mocked and validated for service virtualization. Once the code is ready for deployment,
a build process prepares it for packaging and deployment into a target environment.
The lifecycle of APIs should also be considered in the SDLC, including creating,
registering, and versioning in an API gateway. As the running application is used, it is
continually evaluated by stakeholders. User and operational feedback is input back into
the design process so that new features and fixes can be deployed iteratively over time.

1. Feature Intake to Code Commit in a Development Environment

The process begins with a stakeholder submitting a new requirement, such as a new
feature request or problem found with the application, via an Issue/Requirements
Tracking System. This system assigns the item to the developer based on what was
submitted and sends a notification to the developer. The developer would review the
item, perform development and testing tasks, and then commit the changes into the
source code repository when complete. Figure 3 details this workflow.

Once the code is committed to the repository, automation takes over with the build
process depicted in the next Section.

2. Build Process and Deployment to a Development Environment

Figure 4 depicts the automated process for the build and deployment to the
development environment. While the process is primarily triggered by the commit of
code into the build branch of the source control system, it can also be triggered
manually by a developer when necessary.

Fig. 3. Feature intake to code commit in a development environment
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The build process refers to the packaging of code and preparation for its deploy-
ment into the development environment. The details of the build process depend on the
programming languages used. For instance, code compilation would be a key step for
compiled languages such as Java or Go. A NodeJS application build may involve,
among other tasks, running an npm install command to build module
dependencies.

The build process for containerized applications includes building the container
image (e.g. a Docker image) that includes the prepared and unit-tested code. This
image, with the application and required dependencies, would comprise the deployable
unit.

The build agent provides an environment with the container engine installed,
separate from the build server, to run automated tests against the built image. Such tests
are separate from the unit tests done after code compilation but before the image is
built. For instance, with a Java-based microservice, JUnit tests would be run after code
compilation to perform unit tests. Once the image is built, the build agent would start
the newly built microservice container and test web service invocations would be done
against that as a functional or performance test.

This task could theoretically be done on the build server itself, but we recommend
use of a separate build agent server to ensure the build server’s capacity is not strained
due to many tests which may run simultaneously in a complex environment.

Once the image passes all automated test cases, it would be stored in an image
registry, staging it for deployment to various target environments.

Fig. 4. Build process and deployment to a development environment.
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3. Deployment to Higher Environments

The term higher environment refers to any target server deployment environment
beyond the development environment depicted in the previous section. While every
organization defines environments differently, test and production environments are
typically the minimum set that would comprise the higher environments. The “highest”
environment would be the production environment.

The process depicted in Fig. 5 shows the deployments as a fairly lightweight
process that merely involves starting already-tested containers in the target environ-
ment2. Any differences between the environments would be accounted for by speci-
fying parameters (e.g. host names, gateway information) at run time and deploying
between environments should not require the images to be rebuilt.

The deployment is often triggered manually by someone with appropriate autho-
rization, depicted as the Deployment Manager in Fig. 5. While it is possible to auto-
mate deployments through higher environments to production, we recommend caution
as automated deployments add an element of risk. Depending on the tools used, it is
possible to selectively automate deployments for certain types of low-risk changes.

3 Toolchain Architecture

Figure 6 depicts the SDLC workflow and the flow of deployable artifacts in the context
of the installed tools that support the process described in the SDLC Process Flows
section. Artifacts include code and other assets that would be stored in a source code
management system, and would become built into a container image that would be
deployed into the target environments.

Fig. 5. Deployment process into higher environments.

2 This follows the 10th tenant of Twelve-Factor Apps “Dev/prod parity”. https://12factor.net/.
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The Developers and Stakeholders are the primary end users of the DevOps tool-
chain, with developers handling the requests submitted by the stakeholders, and
invoking and defining the build automation. The Tools Support Team would be
responsible for the DevOps toolchain installation and upgrades. The Site Reliability
Engineer is responsible for the overall operational health of the application in the target
environments and would work with developers to ensure reliability is built into the
application architecture and infrastructure.

Table 1 lists some example tools that would fill the toolchain roles depicted above.
We list some common tools at the time of writing.

Fig. 6. DevOps toolchain architecture in context with target environments.

Table 1. DevOps tool roles and example products.

Tool role Example products

Requirement/issue management system Atlassian JIRA
IBM rational team concert
Github issue tracking
Gitlab issue tracking

Build system Jenkins
Atlassian bamboo
Gitlab continuous integration
IBM Rational BuildForge

Source code management system Git
Subversion
CVS
IBM jazz source control

Image build agent A virtual machine running the docker engine

Image registry Docker trusted registry
JFrog artifactory

Deployment automation system IBM UrbanCode deploy
Gitlab continuous delivery
Atlassian bamboo
Jenkins

Application/infrastructure monitoring ELK
Splunk
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4 Do this, Not that: Common Pitfalls

1. “Reinventing the Wheel (Monolith)”

The definition of “application” is becoming looser in its interpretation. Applications
are typically collections of functions that serve a common business purpose. Many
applications can be broken down into services that can be reused for other applications.
Some examples might be an authentication or authorization set of functions. Common
functions can be grouped into components that have common service characteristics. If
designed and implemented thoughtfully, components lend themselves to being mapped
to containers. Taking an entire application and implementing it as one container could
very well be undermining the advantages of component-based design.

Since componentization is a key benefit of using containers, putting everything into
one monolithic container defeats the purpose. Loose coupling among components can
be achieved with a proper containerization strategy3.

Consider: Spending thoughtful effort in examining an application and decomposing
it into domains, components, services and APIs.

Stateless components4, like service APIs and web user interfaces with loose cou-
pling to other services or data stores, are the best candidates for containerization since
those are the most portable between environments. Consider refactoring a monolithic
application into stateless components to gain the benefits of containerization.

Benefits:

• Time well spent in this stage may yield benefits by identifying components that can
be reused for other applications.

• Agility in performing, testing and deploying updates to components can be
achieved greater than a monolithic application (multi-speed IT).

• Services mapped to containers can be managed individually, allowing granular
control of container characteristics.

2. Trying to Containerize Everything

Not every component of an application is appropriate for containerization.
For instance, a web application may include an application server as part of an N-

tier architecture, serving the front-end. This front-end may not be conducive to con-
tainerization due to the middleware being used with a tight coupling to data stores,
where a dedicated virtual machine may be more appropriate. If a monolithic API is
being used to provide data to this front-end instead, consider containerizing just the
API or refactoring to a microservices architecture that can be containerized.

Consider: Applications may have a heterogeneous mixture of container and non-
containerized components and services. There may be different DevOps tools and
processes depending on uniqueness of the application’s component diversity. The good

3 This follows the 7th tenant of Twelve-Factor Apps “Port binding”. https://12factor.net/.
4 This follows the 6th tenant of Twelve-Factor Apps for stateless “Processes”. https://12factor.net/.
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news is many of the same automation tools and slight modifications to the SDLC
process can automate delivery for non-container components of an application.

Benefits:

• Flexibility to use containerization, where it makes sense.
• Leverage some of the same DevOps tools for non-container deployments of com-

ponents and services.

3. Turning a Blind-Eye to Container Management

Developing a containerization strategy not only involves deciding which applica-
tion components should be containerized, but also how containers will be managed at
scale and across the organization’s infrastructure. Not using build-in container engine
functions for deployment orchestration, communication and service discovery can lead
to re-inventing these functions outside of what already exists. Orchestration refers to
how multiple containers are created across the infrastructure, communicate with each
other, updated and made highly available.

Consider: An orchestration solution designed for containerized applications should
be selected for this role, such as Kubernetes or use of the orchestration features of
Docker Enterprise. Early adopters, may find that using API service discovery products
that pre-date container orchestration solutions is a common pitfall, as these products are
not meant for a containerized environment. They may operate outside the containerized
environment’s network, making service discovery difficult and unreliable.

Benefits:

• Container management with Docker Enterprise provides built-in service discovery,
clustering (with swarm mode), traffic routing and load balancing.

• Cluster and container management with Kubernetes provides many of the same
benefits5, such as: persistent volume management, application health check
framework, auto-scaling, naming and service discovery and load balancing.

• Many PaaS platforms provide wrappers of container and cluster management
implementations that provide command line or GUI interfaces to make orchestra-
tion and management easy.

4. Not Scanning Images for Security Vulnerabilities

With news of high-profile information security breaches becoming more common,
it is imperative that organizations adopt robust, multi-faceted security strategies.
Deployment of containers should include a security scanning step that should fail the
image build and deployment if the scan fails. Introducing Docker images into a solution

5 Full list of Kubernetes features listed at “Why do I need Kubernetes and what can it do?”. https://
kubernetes.io/docs/concepts/overview/what-is-kubernetes/#why-do-i-need-kubernetes-and-what-
can-it-do.
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stack is another opportunity for introducing vulnerability and should be another
opportunity to mitigate risk through image scanning.

Consider: Modern image registry products would include security scanning func-
tions, either built-in, or as an add-on, that check for vulnerabilities in all layers of the
image. Docker-based examples include JFrog’s XRay (which integrates with the
Docker Registry function of JFrog Artifactory) product and the security scanning
functions of Docker Trusted Registry. These products scan for vulnerabilities against
the Common Vulnerabilities and Exposures (CVE) database.

Benefits:

• Mitigate the risk of introducing image vulnerabilities using security tools.
• Higher degree of confidence that the right image is being used.

5. Always Using the Latest Image from a Public Registry

Simply using the latest version of an image as a base image can introduce unex-
pected or undesirable effects, break functionality or introduce security vulnerabilities.

Consider a Dockerfile with this line, using the latest NodeJS image from the
public Docker registry:

FROM node:latest

It is not possible to tell which version of the image is really being used because it
depends on which version is the latest at the time the image is pulled from the registry.
Developers within an organization will likely be using different versions of the base
image depending on timing, causing inconsistencies across the applications that use it.

Consider: Using an explicit version of the base image that has been tested and
qualified will ensure consistency across the environment.

Our Dockerfile could be changed to specify the version of the NodeJS base image:

FROM node:8.7.0-alpine

This line specifies the 8.7.0 version of NodeJS, running on Alpine Linux, a min-
imalistic distribution of Linux. Minimalistic images are not only more resource-
efficient, but improve security with less attack surface area.

Benefits:

• Opportunity to limit Docker images to a useful subset for the enterprise.
• Consistency of base image versions across enterprise.
• Controlled base image upgrades across the enterprise.

6. Rebuilding the Image for Each Deployment to Higher Environments

A common pitfall is rebuilding images with environment-specific characteristics
prior to deployment.

Since containers are meant to be easily transferrable between environments,
rebuilding the image defeats the purpose of containerization. Use an image registry to
store built images, and simply pull the built images from the registry to the target
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environment and run them from there. Environment-specific variables should be
specified at run time.

Consider: Stage built and tested images in a private registry for deployment, and
use continuous deployment tools to inject environment-specific parameters at run time
during deployment.

In a Docker environment, the sequence of events may follow this pattern:

1. Continuous Integration tools invoke the image build and run the automated tests
against them.

2. Successfully built and tested images are pushed into the private registry.
3. Continuous Deployment tools set environment variables that are passed to the

docker-compose.yml file used to start the containers using images pulled from
the private registry.

Benefits:

• The same image that is successfully tested in the build process is the same one that
gets deployed in all environments.

• Deployment is simplified because the activity mainly involves starting containers in
different environments. A simplified process means fewer deployment issues.
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Abstract. Polymorphic user interfaces (UIs) can offer different modes of dis-
play and interaction for different devices, situations and user needs. This
increased variety adds complexity to UI development, which is often addressed
by model-based UI development approaches. However, existing approaches do
not offer an attractive balance of required abstraction and a graphical and vivid
representation for developers. In this paper, we present the Model-with-Example
approach that combines abstract interaction modelling with a wireflow-like
concrete visualization. The results of a user study with industrial front-end
developers show that this concrete visualization can improve development
efficiency.

Keywords: Model-based user interface development � Development tool
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1 Introduction

For obvious reasons, a one-size-fits-all approach to user interface (UI) design cannot
provide an optimum usability and user experience for a broad variety of users and
usage situations. Thus, the concept of polymorphic UIs allows to provide multiple
context-specific UI alternatives [1]. Taking into account diverse aspects of the context
of use including characteristics of users, tasks to be performed, used equipment as well
as the physical and social environment [2] results in very complex design and devel-
opment processes for polymorphic UIs.

Model-based UI development (MBUID) is a widely known approach to reduce
development efforts while maintaining the flexibility to produce diverse UIs [3].
Instead of directly implementing all UI variants by themselves, developers specify
models of the required interaction on more abstract levels. Based on those models the
MBUID system is able to generate multiple UIs for specific contexts of use. Over years,
many MBUID systems have been created for different application domains and
focusing on different aspects of the context of use.

While MBUID decreases development efforts when being used, it also introduces a
new hurdle for developers. Because of the abstract nature of the required models, “it is
difficult to understand and control how the specifications are connected with the final
UI. Therefore, the results may be unpredictable” [4]. To overcome this issue,
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Akiki et al. “consider tool support to be crucial for the adoption of adaptive
model-driven UI development by the software industry” [5]. The tools of existing
MBUID systems do not seem to be sufficient to eliminate this barrier to entry. Until
today, there is only limited adoption of MBUID systems for polymorphic UIs in the
market of professional software development [6].

In this paper, we first analyze existing MBUID systems based on the level of
abstraction that developers predominantly work on. We then describe the concepts,
meta model and default graphical syntax of the Abstract Application Interaction Model
(AAIM), which our new modelling approach is based on. Next, we present the
Model-with-Example approach and describe how the related modelling environment
advances over the current state of the art. Finally, we present the results of a user study
with industrial front-end developers.

2 Existing Modelling Approaches

The CAMELEON reference framework [7] has been established to set a common
structure and language for the description of MBUID systems. It defines four levels of
abstraction: the UI users finally interact with is called Final User Interface (FUI), the
Concrete User Interface (CUI) abstracts from the specific implementation platform, the
Abstract User Interface (AUI) correspondingly is independent of specific interaction
modalities, and task & domain models describe processes and concepts relevant for an
application completely abstracted from human-computer interaction.

While the direct implementation of an FUI describes the traditional UI development
approach, existing MBUID approaches can be categorized by the predominant level of
abstraction from which developers start to create models.

2.1 Starting from Concrete User Interfaces

As CUIs abstract from technical implementation platforms, the creation of UIs based
on those models is a common approach for multi-platform UI design and development.
Model editors for CUIs often use a wireframe-like visualization and work like graphical
UI (GUI) builders incorporated in many modern integrated development environments
(IDE). Developers use common UI elements like text boxes and buttons and place them
into different types of containers.

Damask [8], for example, is a prototyping tool for cross-device UIs based on
sketches. It addresses the design of different UIs for diverse screen sizes and interaction
techniques by providing a separate layer for each of their relevant combinations. It
provides an extensible set of cross-device design patterns for devices like desktop
computers and smartphones to support designers. Adding one of these patterns to a
specific device layer will add the corresponding patterns to all other layers. However,
designers are allowed to edit individual elements, potentially changing the original
purpose of the pattern instance and thus breaking the consistency between the layers.

Another concept is used by Gummy [9], a multi-platform GUI builder that is able to
generate FUIs using pluggable renderers. Unlike Damask, Gummy adapts its whole
GUI-Builder-like workspace according to a specifically selected target platform. When
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switching to another platform, Gummy uses a rule-based mechanism to transform the
existing CUI into an initial design for this new platform.

In both cases, the GUI-Builder-like approach results in a close connection between
the created CUI models and the FUIs (potentially) being presented to users at runtime.
On the other side, developers are still responsible to ensure consistency between all UI
variants since pattern instances might have been changed or transformation rules might
be incomplete.

2.2 Starting from Task Structures

Systems for the creation of context-aware UIs strive to enable a wide variety of dif-
fering UIs aligned to diverse contexts of use. To allow the adaptation of all aspects of
UIs these systems typically incorporate all CAMELEON levels of abstraction. Com-
monly the notation of ConcurTaskTrees [10] is used to describe task structures as the
most abstract modelling level.

While UsiComp [11] generally is designed to allow transformations between all
levels of abstraction only forward transformations into more concrete levels have been
realized for now. Thus, to use the adaptation capabilities of all transformation steps,
developers have to start on the most abstract task & domain level. Additionally, it does
not include visual editors for CUIs itself but allows to assign wireframes created with
an external tool to certain nodes of the task model.

Quill [12] addresses this limitations by requiring all transformations to be appli-
cable in both directions. This generally allows for middle-out modelling approaches
starting at any level of abstraction. Nevertheless, it still requires developers to work
with models on all levels, thus resulting in a high complexity of the development
process.

2.3 Starting from Abstract Interactions

The previously described categories represent the two predominant modelling
approaches in current development systems for polymorphic UIs [13]. Some of those
systems claim to enable developers to start the development process from a model on
any level of abstraction but in turn require them to check and potentially edit models on
all levels of abstraction [11, 12].

In contrast, the MyUI system for accessible adaptive UIs [14] has explicitly been
designed to require only one single application specific AUI model to be manually
created by developers. This Abstract Application Interaction Model (AAIM) fulfils four
major roles. It is the interface between developers and the adaptive UI system defining
all possible interactions between the user and the application. It serves as basis of the
UI generation and adaptation since it contains the aspects common to all UI variants
that may be generated. Additionally, it wires together UI events and implemented
application specific functions that may set variables, manipulate the applications data or
call external services like sending an e-mail. Finally, it enables UI controls to access
application data stored in databases or other storage systems.
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3 The Abstract Application Interaction Model

3.1 Abstract Syntax: Concepts and Relations in the AAIM

The abstract syntax of the AAIM is based on behavioral state machines as defined in
the Unified Modeling Language (UML) Superstructure [15] which themselves are
based on statecharts described by Harel [16]. Statecharts provide the opportunity to
model an UI without any references to interaction modality or concrete interaction
elements. Because of that statecharts have been broadly used for specification of UI
behavior [17, 18]. As a part of the UML, their general concepts and notations are
widely known and used in software engineering practice.

The abstract syntax specifies the concepts used in the AAIM and their relations
using UML class diagrams in three conceptual groups as follows:

Interaction Situations (see Fig. 1). A key concept of the AAIM is the usage of
interaction situations (IS). They represent interaction possibilities the system offers to
the user at a certain point during interaction to fulfil a certain purpose. Interaction
possibilities include all information presented to or requested from the user as well as
all actions the user may perform. At runtime the MyUI system selects the concrete
realization of the specified IS (called interaction pattern) to be presented to the user that
fits best to the user profile and device capabilities. The definition of concrete interaction
situation instances is not part of the AAIM modelling itself but preconfigured in the
MyUI development toolkit.

In UML state machines, the metaclass Behavior is used to represent what happens
while a certain state is active. Accordingly, in the AAIM the abstract class Interac-
tionSituation represents what will be presented to the user while the application is in a
certain state. Therefore it inherits from Behavior which itself is a subclass of
NamedElement. The attribute inputParameter defines the parameters that can be pro-
vided to the interaction situation. Conversely, the attribute outputParameter defines the
parameters that constitute the result of the interaction situation.

Two concrete subclasses of InteractionSituation represent two different types of
interaction situations. The class GenericInteractionSituation represents interaction

Fig. 1. Meta model of interaction situations in the AAIM based on the UML metaclass
Behavior.
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situations that can form the main interaction purpose of a certain application state.
Complementary the class AuxiliaryInteractionSituation is used for additional interac-
tion options that can optionally be used together with any GenericInteractionSituation.

Application States (Fig. 2). Application states build up the structure of an interactive
application defined by an AAIM. Each state represents a possible point of the user’s
interaction sequence with the application. The AAIM defines the active interaction
situations for each state and therefore the interaction possibilities of that state.

Classes representing application states are modelled as subclasses of the UML
metaclass State. Therefore, the main structural aspects like being a NamedElement, the
relation through transitions and the possibility to build composite structures by nesting
states into other states are inherited from UML.

There are two classes for application states in the AAIM meta model. The class
SimpleApplicationState represents distinct elementary states that do not contain any
states or submachine. The main purpose of SimpleApplicationStates is to define the
primary interaction situation of the state via a PrimaryISConfiguration. This class holds
a reference to a GenericInteractionSituation together with the definition of the input
parameter values handed over to the interaction situation when executed or a data
acquisition function providing the input parameters as return value.

Complementary to SimpleApplicationState the class CompositeApplicationState
does contain nested states or a submachine. Composite states do not contain primary
interaction situations themselves. However, they refer to AuxiliaryInteractionSituations
via OptionalISConfiguration defining their parameter values the same way Pri-
maryISConfiguration does for the primary interaction situation. Optional interaction
situations defined in a composite state are interpreted as if defined in every contained
simple state.

Fig. 2. Meta model of application states and their configuration in the AAIM based on the UML
metaclass State including its relations to the concepts of interaction situations.
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Transitions and Events (Fig. 3). Just like in statecharts in an AAIM transitions from
one state to another are triggered by events. In AAIMs these events result from the
interaction situations, e.g. when the user performs an action or provides an input.
Therefore, the class ISEvent is a subclass of the UML metaclass Event. Its sourceIS has
to be a primary or optional interaction situation of the state the transition originates
from. The expected output parameter values are defined by instances of the class
OutputParameterValue and may only refer to parameters defined as output parameters
of respective sourceIS. The transition will only be triggered if the actual values match
the specified ones. This way it is possible to trigger different transitions depending on
user input, e.g. a command typed into a command line or different options of a payment
form.

To perform additional application functions when a transition is executed the
AAIM meta model specifies the class ApplicationFunctionCall. It is a subclass of the
UML metaclass Behavior and refers to a function by its name. Output parameters of the
sourceIS can be passed to the function for further processing.

3.2 Graphical Editor in the MyUI Development Toolkit

Despite the definition of the concepts and relations contained in the AAIM as described
above, MyUI also provides a development toolkit. It incorporates a graphical model
editor for AAIMs as well as preview function.

The model editor uses a visualization similar to usual UML state machine diagrams
(see Fig. 4). Boxes are used to represent application states, while arrows between these
boxes stand for available transitions. The interaction situations of each state as well as
the trigger events are defined by textual expressions inside the boxes respectivly near to
the arrows.

While the states can be placed on the modelling canvas using drag-and-drop, the
MyUI model editor makes heavy use of context menus to add and manipulate AAIM
elements and popup dialogs for data entry. Interaction situations can be assigned to
application states by drag & drop from a library. Transitions, however, have to be
added via the context menu of the source state.

Fig. 3. Meta model of transition and events in the AAIM based on the UML metaclasses Event
and Behavior including its relations to the concepts of interaction situations.
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To give the developer an impression of what the resulting user interfaces look like
the MyUI development toolkit provides a preview function following the “What You
See Is What Others Get” (WYSIWOG) principle [14]. The developer can run the AAIM
and directly manipulate the user profile variables to see the individual resulting UI.

To be able to use that function, the AAIM has to be complete including data
acquisition functions supplying data. In addition it requires a running installation of the
MyUI runtime infrastructure.

4 The Model-with-Example Approach

In the analysis of existing modelling approaches described before has identified
advantages and limitations of related systems for the development of polymorphic UIs.
Based on these insights, in the following we define three design goals for our new
Model-with-Example (MwX) approach that avoid the limitations and emphasize the
advantages. Thereafter, we present the concept of a model editor following this
approach.

4.1 Design Goals

Prevent Interpretation in Transformations. The CAMELEON reference framework
generally allows for transformations between its levels of abstraction in both directions
[7]. The forward transformation from a high-level abstraction to more concrete models
is called “reification”. Vice versa, the reverse transformation from concrete models to
more abstract ones is referred to as “abstraction”.

While the generation of FUIs from abstract models through reification has been
often demonstrated, the automatic abstraction still seems to be an open issue [11, 12].

Fig. 4. Example of a simple AAIM of a weather forecast application as presented in the AAIM
editor of the MyUI development toolkit [19]. The model is shown in an intermediate state during
editing and is therefore incomplete.
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One reason for this problem is that one specific configuration in a concrete model might
be the result of different abstract models. For example, in voice menus entering a
number might be used for navigation options as well as for confirmation of an action.
In consequence, reverse transformations might need to interpret what purpose the initial
designer might have had in mind when creating the concrete input model.

Besides this technical issue, potentially ambiguous interpretations also limit the
ability of developers to gain a clear understanding of the relations between the models.
In consequence, such systems do not support the transparency of the UI generation
mechanism [20]. To prevent the need for interpretation, MyUI’s generation mechanism
by design is only using reification. Thus, its AAIM is an appropriate base to start from
for our MwX approach.

Reduce the Distance Between Model and Resulting UI. GUI-Builder-like modelling
systems address the preference of UI designers to start and work with concrete rep-
resentations [8, 9]. Developers create UI models in a “What You See Is What You Get”
fashion with representations that directly provide an impression of the final results and
thus match developers’ mental models of UIs. In contrast, task-based approaches force
developers to work with models that do not only abstract from concrete UI elements
but also from a certain interaction modality.

To shorten the learning curve towards MBUID for polymorphic UIs [20], the
distance between the abstraction level the developer is working on and the FUI pre-
sented to users at runtime should be as small as possible. Therefore, our MwX
approach sets the focus on a CUI visualization while modelling.

Provide Instant Feedback. The WYSIWOG feature of the MyUI development toolkit
allows running a preview of their current AAIM to give developers an idea of the FUIs
potentially being presented to users. This results in the need for frequent context
switches for developers between modelling and preview. Hence, the feedback
regarding the resulting UI is delayed during the development process. Additionally,
when using the preview developers have to navigate from the initial state to the point in
the interaction flow they are currently working on.

In order to improve the efficiency of the development process [20], MwX provides
an impression of the resulting UIs immediately while modelling. Receiving feedback
for all states at once instead of just single states, developers will gain an overview over
the whole model more easily. This will further support the systems transparency and
shorten the learning curve for developers.

4.2 Model Editor

MwX is a new approach on how to work with AUI models in the model-based
development of polymorphic UIs. Therefore, in the first place it does neither define a
new AUI model language nor extend the concepts of an existing one. Instead, the
model editor is built upon the AAIM meta model as presented before.

Instead of using the abstract boxes-and-arrows visualization known from the MyUI
development toolkit, the MwX editor renders a specific wireframe. This wireframe
represents a preview of one of the possible CUIs for the interaction situation modeled
in the respective state. This results in a wireflow-like visualization of the model as
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depicted in Fig. 5. In addition to the modelling canvas the editor provides a palette
containing the tools for creating states and transitions as well as the available inter-
action situations. Interaction situations can be assigned to application states by drag-
ging them from the palette.

In fact, the concept of interaction situations together with pattern-based nature of
the MyUI system provide a consistent base for rendering specific wireframes. When the
developer changes the user preferences by choosing another predefined persona or
fine-tuning individual preferences in the model editor, all wireframes presented on the
modelling canvas as well as the palette icons are adapted accordingly. The mechanism
also applies when the developer selects a different device profile like a smart TV or a
specific smartphone.

5 Evaluation Study with Developers

To evaluate the suitability of the MwX approach and the concept of the related model
editor, we carried out a user study with front-end developers. In this study, we espe-
cially addressed the questions if the MwX’s combination of abstract model concepts
and concrete presentation is perceived to be the appropriate level of abstraction for the
model-based development of polymorphic UIs.

In total, eight front-end developers from companies located in three European
countries (Germany, Poland, and Denmark) volunteered to participate in one of three
group sessions. In their daily work, building UIs has a share of 10% to 80% (Mean
M = 41.25, Standard Deviation SD = 24.16) with only one of them having a dedicated
User Experience design role. On a five point scale their self-rating of knowledge
regarding the UML covered the complete range (M = 2.63, SD = 1.41).

Fig. 5. Overview of the MwX editor showing the visualization for the case of smart TV as the
selected device profile. Application states are represented by wireframes of the defined
interaction situation according to the selected profiles [21].
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Each of the sessions started with a short introduction into the topic of polymorphic
UIs and MBUID. Then, ordered by random, two animated prototypes demonstrating
the creation of the AAIM for a simple e-mail application. One prototype was based on
the original abstract boxes-and-arrows notation used in the MyUI development toolkit
(see Fig. 6a). The other one demonstrated the same modelling task based on the MwX
approach using device specific wireframes for smartphones and smart TVs (see Fig. 6b
and c).

After each presentation of a prototype, the participants were asked to indicate their
level of agreement regarding the following four items on a five-point Likert scale:

• Impression of resulting UI: “The tool gives an impression of how the user interfaces
generated at runtime might look.”

• Clarity of abstract character: “It remains clear at all time that at runtime different
user interfaces can be generated out of the initially created AAIM.”

• Mental effort: “Creating an AAIM with this tool requires a high mental effort.”
• Appropriate representation: “The representation of the AAIM is appropriate for

doing the modelling.”

When comparing the quantitative results for both prototypes the mean value is
higher and therefore better1 rated for the MwX prototype as depicted in Fig. 7. The
highest difference can be observed for the impression of the resulting UI (M = 1.75,
SD = 1.49), followed by the clarity of the abstract character (M = 0.88, SD = 1.55) and
the mental effort (M = 0.75, SD = 1.28). Finally, in case of the appropriate represen-
tation, there only is a small difference visible (M = 2.63, SD = 1.06).

Fig. 6. Comparison of different application state visualizations: (a) abstract visualization in the
first prototype similar to the original MyUI notation; (b) concrete visualization as wireframe for a
smartphone in the MwX prototype; (c) concrete visualization as wireframe for a smart TV in the
MwX prototype [21].

1 The scale for the item “Mental effort” has been reversed before further calculations to match the
principle of higher values representing a positive tendency of the other items.
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In total over all four items, only one participant preferred the abstract notation of
the MyUI-oriented notation to the concrete visualization of the MwX prototype.
Interestingly this participant also had wide knowledge of UML.

6 Conclusion and Outlook

The results of the developer study show that the Model-with-Example approach is able
to provide developers a modelling experience at the appropriate level of abstraction. It
has a major impact on the transparency of the UI generation mechanisms by making
the variety of generated FUIs more predictable.

However, the concept of the MwX model editor has been limited to simple
application states and GUI representations. Further research will be required on how to
deal with composite states and representations of non-graphical interaction modalities
like voice interfaces. Additionally, it might be interesting to transfer the
Model-with-Example approach to other AUI models than the AAIM.
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Abstract. We present a novel approach for terrain synthesis where the terrain is
created only through procedural techniques and an initial input sketch. We
employ a heightmap function that creates a distance map of the source image.
The sketch is semantically annotated so that sections of the image are seen as a
terrain type. Once a distance map of the source image is created, the algorithm
can begin defining the heights inside the heightmap based on the distance values
of each underlying pixel, the terrain type of that underlying pixel, and which
terrain type that is different from its own it is nearest to. The results we obtain
are promising as the terrain creation is fast, and the input system is non-
complex.

Keywords: Terrain synthesis � Distance transformation

1 Introduction

Procedural terrain synthesis has become a major component of all fields that use terrain.
The creation of terrain can take considerable time and effort, and by allowing the
computer to create the terrain for the designer, a large amount of time can be saved.
One of the major issues of this is that the terrain can be much more random than
desired. A procedural system may use noise or mathematical systems too complex to
predict the final look of the terrain. One way in which this can be combated is by
having an input or source influence the procedural output. A common form of this is to
combine an input sketch, alongside a heightmap, and combine them through machine
learning to synthesize a new terrain heightmap that resembles the sketch.

This paper presents a new approach for terrain synthesis where the terrain is created
only through procedural techniques and an initial input sketch. The main heightmap
function that is used to accomplish this task is through a distance map of this source
image. The sketch is semantically annotated so that sections of the image are seen as a
terrain type. Once a distance map of the source image is created, the algorithm can
begin defining the heights inside the heightmap based on the distance values of each
underlying pixel, the terrain type of that underlying pixel, and which terrain type that is
different from its own it is nearest to.
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2 Background and Related Work

Zhou et al. [1] focused on the idea of combining Digital Elevation Models with
sketches provided by the user. This system uses patch placement and patch matching to
accomplish realistic terrain based on the simple input image. Cruz et al. [2] creates
terrain through patch-based synthesis like Zhou et al., but uses a guide input and
exemplars to create the final terrain. The exemplars are then compared to a “catego-
rization” map, where colored areas are set to become similar to the exemplars. Tasse
et al. [3] is focused on taking an input sketch that resembles a side-view of mountain
tops, and creating this view inside 3d terrain. Gain et al.’s work [4] is another system
that focused on sketching into terrain, but also allows vertical control of sketches.
Rusnell et al. [5] uses a distance function against a node graph, with the inputs of
starting nodes and simple side profile sketches, to create a 3D terrain. James Gain et al.
[6] uses a widget system to apply constraints directly onto parts of the 3D terrain. The
system also uses an input function where sections can be labelled as specific colors,
which represent exemplars to use in the terrain generation.

These systems are all procedural systems that are focused on the creation of realistic
and detail-heavy terrain creation. Unlike those systems, an important aspect of this
program is the level of control of it. Other than a small amount of noise to make
mountains seem rocky, the output is deterministic given an input. The distance
transform system provides a much more parameterized system, so that many aspects
can be influenced by the user. The strong parameterization helps create a tool with a
strong leaning towards artist use. This program is designed around simplistic use where
the user can know what the output may look like before it is created.

In comparison to Zhou et al.’s system [1], the distance map system used in this
paper uses a sketch where different terrain types are placed throughout the image. This
provides more control than Zhou et al.’s input of simple lines and curves.

Cruz et al. and Gain et al. [2, 6] both provide a system for categorization, where
sections can be defined as representing a specific terrain type. This does not provide the
same amount of control as the distance map system, because the terrain types are
defined by example input heightmaps, and therefore there is a much larger amount of
randomness to both of these systems. Rusnell et al. [5] uses a distance system similar to
the distance transform synthesis, but provides the ability to define only a set of nodes in
the graph alongside a few simple profile sketches, instead of each node or pixel.

3 Experimental Work

3.1 Test Bed

We test our terrain synthesis program in Unity version 4.7 and 5.3. The hardware used
to run the program includes an Intel i5-4590 CPU at 3.30 GHz, containing 4 CPUs, an
NVidia GeForce GTX 660 Ti, and 16 gigabytes of DDR3 RAM. The operating system
used to test the program is Windows 7. We use GIMP image editing software to create
the input sketches.
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3.2 Algorithm

The algorithm begins by creating a color map integer matrix. This is the matrix that
shows what ground-type corresponds to each pixel in the input sketch. The algorithm
makes sure to expand the input sketch out through a nearest-neighbor method to fill the
full terrain, which must be a power of 2 in pixel width. After this, the system needs to
define 2 more pieces of data per pixel: the distance to a pixel of a different ground-type,
and what that ground-type is. The algorithm does this through a local propagation
algorithm. The program loops through the color map matrix twice, once from top left to
bottom right, and then from bottom right to top left. During the first loop, the pixel is
compared to the pixel to the left and the pixel above it. The second loop has the pixel
compared to the pixel below and the pixel to the right of it. This comparison is how
Manhattan distance is accomplished. Chessboard/Chebyshev distance can be calculated
by including diagonally located matrix cells in the local propagation loop.

Once both the distance matrix and the edge type matrix are calculated, the algo-
rithm begins using those matrices to create the terrain. The algorithms start by creating
a height map matrix of floats. Each cell of the new matrix is compared to the ground
type matrix, the distance matrix, and the matrix that contains the nearest different
ground type for that cell. For water ground type and mountain ground type, the number
placed is just the distance value multiplied by 0.02. On the other hand, the “field” or
grassy areas will slope down towards the water or up towards the mountain areas. This
is done by looking at the nearest different field type/color matrix, and then using a
smoothstep function to give it the sloped look. If the distance values along the edges
between grass area nearest to water and nearest to mountains, this will create cliffs and
edges, as shown in Fig. 1.

Fig. 1. A sample terrain sketch of a colored grassy area terrain created by distance
transformation guided terrain synthesis algorithm.
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After the step of creating an initial heightmap values matrix is complete, the next
step done is to find out what the minimum and maximum value is of each ground type.
Using these values, the program will define what each cell’s heightmap value is,
between the numbers of 0 and 1. The values are placed based on their field type. Water
values will be less than other values, continuously decreasing as they move away from
their edges. Mountain values will be above ground/field values, sloping up the higher
the distance value gets. Then, the matrix is smoothed out, averaging with the pixels
next to it, giving cliffs and slopes a more natural look. The final step taken with the
heightmap matrix is to add a bit of random noise to the cells, making the surface more
uneven and realistic.

Finally, the heightmap is sent into Unity’s terrain system to create the 3D model of
the terrain. The terrain is then looped through, adding textures and grass based on what
the heights of each point on the map are. The 3D terrain is then sent into the Unity
world to render onto the screen.

3.3 User Interface

As shown in Fig. 2, the system comes with many settings to help define the final world
output. The “Chess” checkmark box is to switch between Manhattan distance and chess
distance. The terrain width/length boxes define the size of the terrain in both horizontal
axes in meters. The “Tex” box is where the input sketch is defined. The Texture List is
the list of textures to use to place on the world, based on what field type it is. Element 0
is for the ground for the flat parts of grasslands. Element 1 is for mountains, under-
water, and steep slopes. Element 2 defines the highest mountain snow peaks.

Fig. 2. Sample settings of the distance transformation guided terrain synthesis algorithm.
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After this, the 3 “height” inputs define how much vertical space they take up in the
world. The “Top Field Length” and “Bottom Field Length” define how much hori-
zontal space the slopes take up within the green field areas. The detail resolution
defines how many final heightmap points there are, representing the number of pixels
per axis. Finally, the first checkmark box of “Run Now” is pressed when the user wants
to start running the program.

3.4 Input

The input for the algorithm is a simple image, as shown in Figs. 3 and 5. The user can
create these images using any image editing or digital painting tool, like GIMP or MS
Paint, and export the images to PNG. When the user draws the sketch, they must
remember that there are 3 colors as input to the system: red, green and blue. When the
user places Red down, this will be treated as mountain, and rise away from the center of
the vertical space of the terrain. Blue is treated as water, and will sink into the vertical
space of the terrain. Green will be treated as grasslands or fields, and will occupy the
space in-between mountain and water, having small vertical differences.

4 Results

After running the program using a test input, as shown in Fig. 3, it can be shown that
the speed of the program is dependent on the size of the input sketch. As seen in Fig. 4,
the distance transform used against the input will dramatically slow down when given
the 4096 pixel-wide input sketch. On the other hand, as can be seen in Fig. 5, there is a
floor to the amount of time it takes for the program to run, no matter what the sketch
size. Even one of the smallest inputs of 512 � 512 still takes over 8 s to complete, and
increasing that to 1024 only increases the average time by 0.5 s.

One issue in the generation algorithm is the existence of uniform, rough lines and
edges throughout the map, as is visible in Figs. 1, 3, 4, 5, and 6. These are created by the
currently used Manhattan and chess distance type transforms. This can be mitigated by
implementing a Euclidean distance transform. Also visible in Figs. 5 and 6, are the fact
that the mountain that takes up the most land mass, also dwarfs the other mountainous
areas. A small mountain height input can make the smaller land mass mountains be

Fig. 3. Example input sketch and output (Manhattan distance) used in timing calculations
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much tinier than expected. Changing the mountain height algorithm in order to make
more realistic mountain heights might be ideal.

To measure distance transform speed accurately, we repeated five rounds of test run
for our algorithm on various square matrix pixel levels ranging between 512 square
pixels to 4098 square pixels and recorded each, then averaging the speed. Table 1
presents these values, where we observe that the difference per round per matrix level is
statistically insignificant.

We further investigated how distance transform speed changes as we increase the
matrix square pixels. The plot in Fig. 7 demonstrates the behavior of this change: The
distance transform speed increases linearly in between 512 and 1024 pixel square

Fig. 4. Example output with grass

Fig. 5. Input and output as viewed from above, with water turned off

62 C. Holloway and E. C. Cankaya



matrices. The speed preserves its linear property of change from 1024 pixel square
matrix to 2048 pixel square matrix, but this time with a steeper linearity. And for the
last interval, i.e. from 2048 pixel square matrix to 4096 pixel square matrix, the rate of
change is even steeper though still remains linear.

We performed a similar experiment on the same square pixel levels, i.e. 512 square
pixels, 1024 square pixels, 2048 square pixels, and 4096 square pixels, to measure time
to create whole terrain in Unity (including textures and grass) this time. The results we
obtained are listed in Table 2. Comparing with the pure distance transform speeds from
Table 1, we see that there is a hundred-fold increase in each round for the lowest pixel
level 512, and a twenty-fold increase in each round for pixel level 1024. For the pixel
level 2048, the time to create whole terrain in Unity outperforms pure distance
transform speeds by around 33%. And for the last pixel level tested (4096), the speed to
measure time to create whole terrain in Unity is double the pure distance transform
time.

When we plot the graph for the time it takes to generate the entire terrain in Fig. 8,
we see that the rate of change between pixel levels are less dramatic as opposed to the
time it takes to complete the integer-matrix distance transform (Fig. 7).

Fig. 6. Output close up with grass, pond, and hills visible

Table 1. The distance transform speed (in milliseconds)

Width of matrix in
pixels being processed

1st

round
2nd

round
3rd

round
4th

round
5th

round
Average

512 85 84 84 83 83 83.8
1024 447 444 445 445 454 447
2048 1383 1386 1389 1391 1387 1387.2
4098 8046 8024 7995 7987 8012 8012.8
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Table 2. Time to create whole terrain in Unity (including textures and grass) in
milliseconds

Width of matrix in
pixels being processed

1st

round
2nd

round
3rd

round
4th

round
5th

round
Average

512 8313 8323 8270 8294 8274 8294.8
1024 8709 8787 8689 8693 8713 8718.2
2048 10521 10489 10469 10464 10489 10486.4
4098 15090 14946 14925 14918 14917 14959.2
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Fig. 8. Chart to create whole terrain in Unity (including textures and grass) in milliseconds
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5 Conclusion and Future Work

Distance transforms give a promising result when used in procedural generation. The
terrain creation is quick, and the input system is simple to use. While the program does
not provide realistic terrain styles, the artistic control allowed by the system can create
diverse and interesting opportunities for those in need of guided terrain synthesis.

There are many features that could be added to this system. The ability to control
the heights of each half of the grassland areas (parts closer to water and parts closer to
mountain) individually would be useful. The ability to calculate Euclidean distances
inside of the distance transform is an important step towards creating pleasant land-
scapes. One large feature would be adding more colors. Alongside green, blue, and red,
it would be possible to add black, yellow, cyan, magenta, and white as colors for field
types.

It is even possible to add a system that allows the user to define colors and their
meanings in the system. A simple scripting language could be created that allows the
user to manipulate the distance and different field type matrices in order to define what
a color means for an area. For example, a user could define a dark reddish color to
mean a plateau, and then in the scripting language would define the distance of the dark
reddish pixels to matter less, and instead script height reactions to what pixel color is
closest that is not dark red.

For distant work, it could be possible to make a system where rivers rise in
elevation as they get farther away from the ocean. Alongside this, it could be doable to
have bodies of water at different levels of elevation. It could be made so that settings
are changeable from the UI without needing to recalculate the entire distance transform.
There are also more procedural synthesis systems that are possible. A section to add
boulders and small rocks to the landscape could dramatically change the look of the
maps. Caves that can be done using a sketch input are a possible feature. Eventually, a
road and town/building system could be added to the program using procedural
methods.
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Abstract. This paper describes a method to reproduce and visualize student
course material page views chronologically as a basis for improving lessons and
supporting learning analysis. Interactive mining was conducted on Moodle
course logs downloaded in an Excel format. The method uses a time-series
cross-section (TSCS) analysis framework; in the resulting TSCS table, the page
view status of students can be represented numerically across multiple time
intervals. The TSCS table, generated by an Excel macro that the author calls
TSCS Monitor, makes it possible to switch from an overall, class-wide view-
point to more narrowly-focused partial viewpoints. Using numerical values and
graph, the approach enables a teacher to capture the course material page view
status of students and observe student responses to the teacher’s instructions to
open various teaching materials. It allows the teacher to identify students who
fail to open particular materials during the lesson or who are late opening them.

Keywords: Interactive mining � Time-series � Cross-section � Visualization
Educational data mining � Learning analytics � Pivot table

1 Introduction

Recently, various educational institutions have adopted e-books and Course Manage-
ment Systems (CMS) or Learning Management Systems (LMS) in an effort to enhance
student learning. In order to support analysis of the large amounts of data that can be
accumulated from student learning logs, research has been conducted to develop an
effective learning dashboard. A number of studies have focused on how student
characteristics obtained from an analysis of learning logs, including such factors as the
number and duration of student views of various course materials and quiz perfor-
mance, can be used to improve classroom teaching and learning [1]. In CMS/LMS and
e-book systems, learning support functions and learning analysis functions are nec-
essary for both teachers and students in order to enhance the educational effect [2].

The author uses face-to-face blended lessons in a PC classroom, with course
materials uploaded on Moodle, to test a method to collect and analyze student learning
logs [3]. In the proposed method, an Excel macro, which the author calls TSCS
Monitor, generates a time-series cross-section (TSCS) table in an Excel format from the
Moodle learning log. Analysis of the Moodle course log from a number of different
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perspectives is then conducted through various pivot table operations, and results are
visualized with tables and graphs.

In the character string processing performed on the time data recorded in the
Moodle course log, a method to create discrete time categories, such as year, month,
day, hour, and minute, is developed [4]. By discretizing the time data, multiple
timelines can be included and manipulated in the resulting pivot tables. The method
makes it possible to perform automatic extraction and visualization and produce the
in-class page view status of students chronologically. Moreover, by utilizing the
functions of the pivot table, it is possible for the user to switch between an overall,
whole-class viewpoint and a more narrowly-focused partial viewpoint, and to conduct
multi-faceted analyses through various trial-and-error repetitions.

2 Related Research

Research is being conducted on the efficacy of student support systems that integrate
CMS/LMS data with student management and grading management systems. Course
Signals at Purdue University is an early-intervention system developed to provide
real-time student feedback based in part on student records accumulated in Blackboard
and past learning logs. The system evaluates the learning behavior of students and
provides ongoing feedback in the form of personalized emails from the teacher; it also
uses a colored signal light to indicate how the student is doing [5]. Krumm and
colleagues are developing and applying systems to support learning advice to under-
graduates by utilizing data accumulated in CMS/LMS [6]. A system called E2Coach at
the University of Michigan also sends messages to students based on their course score
data. These messages motivate students to take the actions necessary for success,
reminding them, for example, to ensure sufficient time to prepare for the next exam [7].

Dawson et al. advocated the use of data collected by CMS/LMS to visualize student
on-line activity and to use the information for student instruction and guidance [8].
May et al. developed a system with a user interface that enables real-time tracking of
group discussions in language learning and visualizes each student’s interaction level
with a radar chart [9]. Hardy and colleagues developed a tool to track student browsing
situations by using supplementary online teaching materials for students who registered
for face-to-face blended classes in introductory physics and measured the results of
final exams and re-sits [10]. Konstantinidis [12] and Dobashi have also developed
Excel macros to process Moodle logs in order to analyze page views and overall usage
[11]. Moodog, developed by Zhang and Almeroth, incorporates an analysis function
for logs in Moodle. Moodog is a plugin application to analyze Moodle logs and make a
multidimensional analysis of their content page views. The system is able to analyze
student course material browsing rates, page views and time spent. Analytical results
are displayed on the Moodle screens, representing the interaction of students and
Moodle with graphs and tables.

A system that uses the access logs for online teaching materials and displays the
results in an easily read graph has been developed. Mazza and Dimitrova have devised
a system called CourseVis that tracks student behavior in an online class [13]. Student
behavior can be visualized graphically, along with the status of student access to
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content pages following the course schedule. GISMO, a similar tool, was developed as
a plug-in system for Moodle and today is used by many Moodle users [14]. By
installing GISMO into the Moodle reporting tool, Moodle course administrators can
analyze student access activity by specific materials and resources, the number of times
a student accesses a forum, and quiz results. Analysis results are presented in tables and
graphs, allowing users to grasp the state of the class from an overall viewpoint, indi-
vidual viewpoints, or for each of the course materials.

Currently, Google Analytics provides a wide range of access analysis services for
websites, which makes it possible to analyze access logs from various perspectives
[15]. Verbert and Govaerts, who investigated various learning dashboard systems and
developed a system of their own, reported that these systems are being used to support
class improvement and monitor the learning state of students [16]. Duval has developed
a system to support the selection of metadata necessary for learning by incorporating
the information visualization method into a dashboard system and highlights the need
to find a support system that identifies and promotes the most effective learning
methods for teachers and students [17].

3 Course Overview and Material Setup

In this paper, we demonstrate our approach in a blended learning environment in which
face-to-face classes using course materials uploaded to Moodle were conducted in a
computer classroom. The approach can be adapted to most classes that allow students
to log in to Moodle from a personal computer in order to browse the teaching materials
and access quizzes (Fig. 1). In order to collect and accumulate Moodle course logs,
course materials need to be uploaded to Moodle beforehand. The Moodle topic format
is used to create a table of contents for the course; students are then able to click on a
table of contents link to browse specific course materials, which is a common proce-
dure in Moodle.

“China Data Analysis” is one of the subjects in which the author uses Moodle. For
the lessons described in this paper, course materials were prepared to explain the basic
theory of statistics and provide exercises related to geographical information systems in
text and figures. The course materials were prepared as 15 lessons, with 14 chapters, 77
commentary files (including figures), 13 exercise files, eight quizzes and one final
exam. In addition, there were nine statistical data files and outside links. In total, the
PDF files consisted of 158 pages, pre-divided into 14 chapters and 77 sections. Using
Moodle’s topic mode, headlines corresponding to chapters, sections, and items of
course materials were entered, and the course material files were uploaded.

Various course materials were made available on Moodle so that students could
browse them both during and outside class hours, on or off campus. When students
open any of the course materials on Moodle from their PC or tablet, a learning log is
automatically collected and accumulated. While listening to the teacher’s in-class
explanations, students are expected to open related course materials according to the
teacher’s instruction. At the beginning of class, a brief quiz of approximately five
minutes duration is given to confirm the contents of the previous lesson; in the second
half of the class, students are given exercises applying the current day’s learning.
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In the classroom lessons addressed in this paper, we set up one computer for each
student and conducted class using one material screen for every two students (Fig. 1).
The material screen were used to display teacher demonstrations and relevant course
materials. The teacher opens the materials on Moodle and explains their contents to the
students. The students are then able to open the materials on their own computer, but
could also see the materials on the teacher’s screen. In order to collect student page
views, the teacher instructed the students to open the Moodle materials on their own
computers.

4 Utilization of Multiple Timelines by the Pivot Table

The Moodle learning log records when the teacher or student opened specific course
materials. The log items and data are summarized in a time series in table form. The
Moodle course log consists of the following nine items: Time, User full name, Affected
user, Event context, Component, Event name, Description, Origin, and IP address.

4.1 TSCS Analysis

Although there are various forms of classes in which collecting learning log may be
possible, the research reported here assumes a face-to-face blended lesson where a
large number of students are being taught in a classroom equipped with PCs. In such a
situation, many students select multiple course materials and browse them during class
hours, so that a large volume of time-series data is generated at the same time. To
compile and display these time-series data efficiently, two-dimensional frequency

Click and open course material

Moodle 

PC classroom &
students

Download course logTSCS Monitor Pivot table & Graph

Teacher

Interaction 

Material screen

Fig. 1. Moodle entry page and course overview (China Data Analysis, 2017 spring)
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cross-tables can be extremely useful. By appropriately utilizing category data
expressing time, such as year, month, day, hour, minute, and second, in the time
display, a TSCS table with multiple timelines can be created, making it possible to
efficiently visualize the course materials browsing behavior of multiple students.

The duration of a class can be divided in various ways, such as 90-min periods,
half-term or full year. During a lesson, the data are treated as not infinitely continuous;
that is, the time series is considered to be finite, making it easier to process than
continuous data. A similar cross-table approach is used in GISMO [14]. However, as
described below, the distinguishing feature in our approach is that, by generating
multiple timelines, it is possible to easily switch between timelines and accurately
monitor the viewing behavior of students as the class is being conducted.

4.2 Multiple Timelines

Excel Pivot table is a tool to aggregate discrete data and present results in a
two-dimensional frequency cross-table. With this tool, it is possible to determine
multiple frequency distributions simultaneously for a multiplicity of discrete data sets
and to simultaneously generate two-dimensional cross-tables. Large volumes of dis-
crete data can be processed in this way. When there are multiple items to be counted, as
in this paper, a pivot table can be set up by selecting the items and cross-tabulating.
Once a table is produced, various pivot table functions are available: for example,
columns and rows can be switched and filters can be applied to narrow the data. Since
these functions are available after the table has been created, analysis from various
viewpoints—overall and individual—is easily performed.

The time data in Moodle as recorded in the Moodle course log is continuous in
minutes and seconds; moreover, it is represented in a character string format rather than
a numerical format. Because time in a Moodle log is recorded in minutes and seconds,
when the time data are collected to produce a cross-table, a huge, unwieldy table is
likely to result. In order to display the data in a manageable pivot table, we preprocess
the data using time categories such as month, day, hour, or minute, thus discretizing the
data at a fixed time interval. By having a number of processable time categories, it is
possible to display multiple timelines in the same pivot table and to use one or more as
a filter function. For example, it is possible to create a table to show activity in 15-min
intervals and to specify that one particular 15-min interval show minute-by-minute
activity (Fig. 3). Furthermore, by using a pivot table filter, selecting multiple time
categories enables aggregation and analysis in various time zones, allowing more
detailed and multifaceted analysis. The process of discretizing the time data is detailed
below.

4.3 Discretization of Time Data

In the case of extracting year, month and day data, specific time categories can be
isolated by extracting parts of the time data in the Moodle learning log. For example,
from the Moodle time 29/07/17, 23:58:07, we can extract (1) the year, month, and day
as 29/07/17; (2) the month and year as 07/17, or (3) the month and day as 29/07, and
have the appropriate pipeline processing performed.
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In the case of extracting hour, minute, second and time, the time categories can be
used to specify particular time zones. We may, for instance, want to analyze activity
only during lessons, perhaps specifying one-minute intervals during the time that a quiz
is being given and intervals of 30 s, two minutes, three minutes, or 15 min, elsewhere
in the lesson; pipeline processing is performed here as well. We simply need to extract
the appropriate portion of the Moodle Time data. For example, if the Time is given as
29/07/17, 23:58:07, we could use (1) 13:00, 14:00, …, for hourly activity (2) 13:00,
13:30, …, for activity in 30-min intervals, (3) 13:01, 13:02, 13:03, …, for one-minute
intervals, etc. Using 23:58:07 would be appropriate when want to see more detail than
is shown in the one-minute display: when, for example, we might want to see how far
students are behind the instructions of the teacher.

By discretizing the time data as described above, TSCS analysis using a pivot table
becomes manageable. The more frequent the items of data in the crossover scale, the
more complex and detailed become the aggregation possibilities, increasing the mul-
tidimensional analysis possibilities for the Moodle learning log. Figure 2 shows a part
of the Moodle course log after discretizing the time data: Date is shown in column C,
Month in column D, Time in column E, Hour in column F, Minute in column G; all
data are generated using the developed macros. The label at the top of each column is a
heading in the pivot table and must be created with an appropriate name. In the original
Moodle course log, these columns are followed by column K and Description, Origin,
and IP address, which have been omitted here due to the limited page width.

Adding time data for every two minutes or every three minutes to Fig. 2 makes it
easier to find students who open the teaching materials late when extracting and
analyzing the course material page views during the lesson, but there are a wide range
of applications. The time interval for data extraction should be determined according to
the purpose of the analysis before creating the pivot table. By using the “field” selection
function provided in the pivot table, it is possible to select the time zone to be analyzed
and to perform the filter function.

Fig. 2. After preprocessing data and adding new labels year, date, month, time, hour, minute,
30 s, 30 min, 15 min. Hard copy of Excel work sheet.
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5 Interactive Mining by Pivot Table and the TSCS Table

With Moodle, a student’s learning log record begins at the time of registration. Once a
log is created, the course administrator can freely access, browse and download the log
at any time during or after classes. Figure 3 shows student page views of course
materials for the first lesson of the spring semester. As indicated, multiple timelines
were used in the table. The process of producing Fig. 3 proceeded as follows: First, the
course log was downloaded from Moodle, and a pivot table was automatically gen-
erated by the developed Excel macro. The timeline was then manually manipulated to
create the table as it appears here.

Cell A1 (Date) indicates that the date item was selected by using the pivot table
filter function. The entry in cell B1 indicates that the table data are from April 11, 2017.
We could display a different date by pulling down the B1 cell. The date in cell B1 is
displayed as 17/04/11 since it corresponds to the original sort function of the pivot
table. The time line for cells B4 to S4 is one hour, broken down into 15 min intervals in
cells B5 to F5, and one-minute intervals in cells B6 to N6. The lesson started at 13:00
and was held until 14:30. Subtotal columns C, O, and P were set to non-display. Cell
B7 shows the number of accesses to the entry page of the Moodle course. At the start of
class, all students accessed this page since it is from this page that students initiate their
browsing of class materials.

During the class, the teacher was logged in to Moodle at the teacher’s desk. While
the teacher explained the lesson and demonstrated various features of Excel, students
were asked to open the appropriate course materials. Cells D8, E9, H10, and L11 cells
relate to points in the lesson where the teacher requested that particular course materials
be opened, which explains why the values in these cells are relatively larger than those
in surrounding cells. Cells L11 and M11 cells relate to the same course material

Fig. 3. An example of a multiple-timeline TSCS table showing student openings of the various
teaching materials (China Data Analysis, 04/11/2017). Columns C, O, and P are not displayed
because it is subtotal. Screen copy of Excel pivot table.
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opening. However, the Moodle course log shows that the teacher opened “File: 1.04
Data input” at 13:54:04. The entry in cell M11 thus indicates that nine students took
one minute before opening the file. In Fig. 3, the course items used during the lesson
are identified in cells A7 to A14; the numerical values in Column Q and T are relatively
large. Cells A15 to A20 show course items that the teacher did not require students to
open during the class; however, it can be seen that there were a few student views of
some of these items.

Figure 4 shows the number of page views that the students and the teacher
(identified as au172002 in cell A61) opened course materials. The table was created
using the same procedure as was used to produce Fig. 3; the same time periods are
displayed for comparison. Given the total number of student page views (cell T62: 527)
and the number of attending students indicated in cell A60 (Stud53), the average
number of page views per student was 9.717; the standard deviation (using the entries
in cells T7 to T60) was 3.302 views. In Column J, M, and N, it can be seen that there
were students who delayed opening materials that the teacher had opened.

Fig. 4. Example of a TSCS table featuring each user (China Data Analysis, 04/11/2017).
Subtotal columns C, O, and P are not displayed. The times at which the teacher opened files were
13:34:12 (E61), 13:49:16 (H61), and 13:54:04 (L61).
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Figure 5 shows a graph of activity during the final lesson of the spring semester
(July 18, 2017). It was created by extracting page views of the course items used in the
lesson as well the final exam that was given at the end of the lesson. The line graphs in
various dotted lines show the number of course item page views; the scale for these
graphs is on the left. The bar graph in red at the far right of the figure shows the number
of page views of the final exam; the scale is to the right. The final exam started at 14:05
and ended at 14:25. The small number of page views before and after the test period are
likely associated with exam preparation prior to the exam and confirmation of results
afterwards. The exam consisted of 25 questions, with five choices offered for each
question. Page views during the final exam are shown here to be much more con-
centrated than is the case for the other course items. In Figs. 3 and 4, it is possible to
observe the time until most of the students have opened the materials that the teacher
had instructed them to open. Of course, it is possible that some students open course
items after the teacher’s explanation or demo is finished. If the analysis is conducted
using a pivot table, we would be able to see precisely who has opened the course items
and when they opened them.

6 Discussion

In this paper, we analyzed Moodle learning logs covering 15 lessons in a single course
over one semester (half-year) at a Japanese university. Using Excel to conduct the
analysis, we found that the rather extensive data that was gathered could be processed
and analyzed without difficulty. However, if the time intervals used in the analysis are
shortened to seconds or minutes, or if the number of students increases significantly,
the generated TSCS table will eventually become too large to fit on a PC screen. It may
be inconvenient under these conditions to generate a TSCS table that requires time to
manipulate and is easily viewable. In such cases, a function to automatically create a
graph is needed to display a graphic that is intuitive and understandable. If the volume
of data is large, the generated graph can be displayed in a reduced format; details would
need to be checked in the table.

In this paper, an improved pre-processing procedure is applied, making it easy to
display results on the screen of a PC using multiple timelines. The filter function of the

Fig. 5. Example of a time series graph showing the number of page views by course item and
end-of-term final exam (the number of attending students are 54, China Data Analysis,
07/18/2017).

74 K. Dobashi



pivot table allows the manipulation of multiple timelines so that a specific day or time
can be displayed in a limited manner and a TSCS table that easily fits on a PC screen
can be generated. To generate these multiple timelines, character string processing was
performed applying Excel functions to the time data of the Moodle course log.
Although, in some approaches, the character string processing used for English cannot
be applied to other languages, the procedure developed in this paper is applicable to
languages other than English, including Japanese.

In our one-semester experiment, we observed that many of the students tended to
access the course materials only during the lessons. When we examined the number of
students who were logged into Moodle on a daily basis, we also discovered a tendency
for students not to log in on days other than class days. Moreover, in the lessons
analyzed, students often logged in to Moodle a few minutes before the day’s scheduled
quiz to browse the course materials in preparation for the quiz and the lesson. This
suggests that assigning homework that would support and encourage such preparation
is needed. Throughout the semester, the teacher showed the course materials under
discussion on the teacher’s screen. The teacher delivered the day’s lesson while
demonstrating the required operations on the teacher’s computer. From the TSCS
tables, it was apparent that some students did not open the related course materials on
their individual computers, or delayed their viewing. Such behavior is indicated in
Fig. 4.

Because students in the class were expected to use Excel during virtually all of the
lesson, there was a tendency to open Excel on the full screen of their individual
computers, which effectively prevent the display of any of the related course materials.
This meant that the students were likely viewing the teaching materials on the material
screen rather than on their own computer screens. Another reason for the failure of
some students to open some of the course materials may be that the content of the
course was fairly basic and opening materials on topics already understood was seen by
students as unnecessary. It should be noted, too, that a large number of students took at
least a minute or two to open the teaching materials when instructed to do so by the
teacher. All of these issues should be considered before the teacher proceeds to the next
part of the lesson.

The method proposed in this paper is based on the assumption that the teaching
materials are prepared on Moodle and that the students have a computer or tablet on
which to view the materials. It is also assumed that the teacher and students will browse
the course materials and engage during the lessons. Consequently, the approach
described here cannot be used in all classes. Furthermore, student page view behavior is
likely influenced by the quality and relevance of the materials, factors not addressed in
this paper.

Prior to the development of the macro system proposed by the author, a TSCS table
similar to those described in this paper would have to be created by hand, taking thirty
minutes or more from the downloading of the log to the generation of the table. By
contrast, using the macro described here requires only a few seconds. Thus, producing
a TSCS table during class time can be rather easily managed. Nevertheless, depending
on the manner in which a teacher conducts the lesson, in certain cases there may not be
enough time to use the macro or act on the results.
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7 Conclusion

Analysis of student in-class page views of teaching materials is extremely important as
it directly affects class evaluations. In the generated pivot and TSCS tables, student
page view behavior following the instruction of the teacher can be visualized and
subsequently used to clearly identify students who did not open the course material
during class or who opened the course material later than instructed by the teacher. The
results of the analysis can be used by teachers to review the progress of their lessons
and provide suggestions for improvement. Additionally, by seeing variations in the
browsing situation for each of the course materials, teachers are in a position to develop
more effective teaching materials and improve lesson management.
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Abstract. The patch antennas in wireless networks of the body are widely used
in the health sector and for the monitoring of a person, for the diagnosis and
control of diseases. Its applicability is due to its small size and its low power, but
designing this type of antennas has some disadvantages, since by contacting the
human body it is very difficult to transmit the data correctly. Therefore, a
slot-ultra-wideband (S-UWB) patch antenna will be analyzed and designed for
applications in biomedicine that were used in the UWB wireless body area
network (WBAN) and where its reliability is tested. Its frequency of operation is
4.9 and 7.1 GHz. The dimensions of the S-UWB patch antenna are 27 mm
27 mm � 1.1 mm. This antenna was designed and simulated to verify the
results of the measurements. The S-UWB has been simulated with a mathe-
matical software to obtain the possible results.

Keywords: WBAN � UWB � Patch antenna

1 Introduction

The patch antennas are widely used for small applications, they are known as micro-
strips since they are based on this technology [1]. The current tendency to make each
time smaller devices makes these antennas are in a big boom [2]. But designing a very
small antenna has some disadvantages such as its low power, low efficiency, consid-
erable losses and a narrow bandwidth, which makes it difficult to transmit data [3].

Patch antennas in wireless body area networks (WBAN) is one of the applications
in which we will focus this research [4]. The WBANs have been very useful in the
health sector, and they have been applied for the monitoring of a person, the diagnosis
of diseases and the control of treatments [5]. With the trend of these networks have
emerged communication standards such as Bluetooth, Zigbee, Utra Wide Band
(UWB), Wi-Fi, among others that aim to solve the needs that are generated by
incorporating the WBAN in everyday life [6]. Wireless body area networks carry data
transmissions around, inside or on the human body with very small communication
systems so it is necessary that the antennas to be used have special characteristics [7].

Therefore, the design of a slot-ultra-wideband patch antenna (S-UWB) is proposed,
where the ultra-wide band (UWB) technology allows a higher rate and a high data
transmission speed, and thus can achieve better innovations in the WBANs [8].
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By having a range of high precision and robustness of fading [9], UWB technology is
ideal for the implementation of applications in the field of medicine and monitoring of
people [10].

A slot-ultra-wideband antenna (S-UWB) will be analyzed for applications in bio-
medicine that will be used in the UWB wireless body area network (WBAN) and its
operating frequency is 4.9 and 7.1 GHz [11]. The frequency sweep is in the range of
2 Ghz to 6 Ghz. This article pretend to show how our S-UWB patch antenna works,
where a simulation software will be used to see some important factors such as S11
parameter, radiation pattern, directivity and gain [12]. The dimensions used are shown
in Fig. 1:

The dimensions of the SUWB patch antenna are 27 mm � 27 mm � 1.1 mm.
This antenna was designed and simulated to verify the results of measurements and will
also be tested in free space so that your measurements are realistic. The S-UWB has
been simulated with a mathematical software to obtain the possible results. The results
of the antenna such as S11, the radiation pattern, the efficiency of the antenna and the
gain were measured, obtained and verified with the simulated results in the software
and the results obtained in the free space.

2 S-UWB Patch Antenna Design Parameters

The design of our antenna in the software is shown in the Fig. 2, it can see that the
patch antenna has a very special feature and is the groove in the center of the area
where the antenna radiates, this slot allows us to have a better conductance between the
rectangular patch and the ground plane so that a small resistor may be able to distribute

Fig. 1. S-UWB patch antenna dimensions.
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the surface current along the symmetric groove [13, 14]. This simulation was per-
formed in the HFSS software [15].

The partial ground plane printed on the back of the substrate serves as an impe-
dance matching element. In Fig. 3 we can see that the best frequency of coupling is of
4.9 GHz. The measures taken are the most appropriate for the patch antenna operation
[16, 17]. It is shown that the antenna slot of the width of 0.2 mm has greatly improved
the return loss, compared to other slot width values. Most of the variations were
visualized at lower frequencies [18, 19].

We can see in the Fig. 4 in which direction radiate the patch antenna S-UWB. The
directivity of the antenna is the association between the power density radiated in one
direction, at a distance. So we can see that the antenna has a big transmission power.

Fig. 2. Simulation patch antenna S-UWB.
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This antenna design will be very useful for the monitoring of vital signs in the
health area, where it will allow us to measure the heart rate, body temperature and also
to monitor athletes. Corporal area networks do not allow the implementation of small
transistors, which allows us to interconnect several devices, such as sensors with a PC
or a telephone to process all the information received.

Fig. 3. S11-parameter.

Fig. 4. Directivity.
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3 Results

It is observed that the radiated power of the antenna 1 with respect to the antenna 2
have a slight difference in both the power and the frequency selectivity, although the
antennas were designed in the same way and at the moment of the impression
undergoes a slight change from one device to another; With respect to the frequency
selectivity the design was made to work at 4.9 GHz and can be saw that at the time of
physical testing they undergo a slight displacement. In the Fig. 5 we can see the
difference in radiated power of the two antennas in dBs.

To have a clearer perception of this small difference between antenna 1 and antenna
2 is shown in Fig. 6 the radiated power in watts.

Fig. 5. Power radiated in dB.

Fig. 6. Power radiated in Watts.
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4 Conclusions

The development of the patch antenna S-UWB with a slot in the central part where it
radiates, doesn’t allow to see its operation to the dimensions of 27 mm � 27 mm �
1 mm. This research gives us a broader view of the behavior of this antenna in free space,
what is intended to determine in future research is how it reacts to human contact and see
if it is viable the use of these antennas. The antenna has an operating frequency of around
9.2 GHz and a bandwidth of 1.8 Ghz, in the simulation was made a frequency sweep of 1
to 15 GHz. What remains to be said is that in wireless body area networks (WBANs) a
study of the antennas is essential, in order to achieve a more efficient monitoring of the
sensors. The design of a small, cheaper and high-power patch antenna is a little com-
plicated, it needs to taking into account many factors such as the coupling, its impedance
and determinate if it has a good gain. The proposed antenna could be used efficiently for
medical application in WBAN and personal communication in WPAN. With the design
and analysis made of this antenna, we can corroborate its utility for biomedicine and body
area networks (WBAN), since it is of a very small size, its design was low cost and has a
very good power for the data transmission.
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Abstract. In this paper, an automatic food volume estimation method based on
outer contour matching is proposed, which avoids the complicated calculation.
We pre-defined a simple 3D model library and stored the projections and the
user’s hand. Users took three images containing their hands from three views.
The contour of segmented image was compared with the projections to find the
best match. Meanwhile, we took the user’s hand as the scale and calculated the
volume. As the method is easy to operate, less space-consuming, it is quite
suitable for integrated application in the mobile app.

Keywords: Food volume estimation � Image segmentation � Contour matching
Image registration � Mobile application

1 Introduction

As early as 1997, the World Health Organization (WHO) already classified obesity as a
disease. In 2016, over 1.9 billion adults aged 18 and over were overweight, of whom
more than 650 million were obese, 39% were overweight and 13% were obese adults
aged 18 and over [1]. Therefore, the problem of obesity needs to be solved urgently.
WHO research shows that at for the individual level, one can limit energy intake from
total fat and sugar and increase consumption of fruit and vegetables, as well as legumes,
whole grains and nuts. This shows that controlling diet has a great effect on managing
the health of obese patients [2].

At present, with the improvement of people’s living standard, more and more food
types and more perfect nutrition, and fast-paced living makes people unable to attend to
and monitor daily intake of nutrients, which often leads people to eat foods that are too
high in fat and sugar unconsciously, and leads to obesity. Therefore, a convenient and
accurate mobile phone application is needed, and the popularity of mobile phones
creates this possibility. Applying the idea of food volume estimation to mobile phone
app enables users to understand the amount of calories they will consume before a meal
so that users can manage their diet conveniently and quickly and thus this method plays
an important role of automatic diet control.

Globally, imbalances between high-calorie, high-calorie food intake and low calorie
consumption are the underlying causes of obesity and overweight. Therefore, this paper
starts from the aspect of food and calculates the components of food through the methods
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of image segmentation, contour matching and volume estimation, so as to let people
know the content of each component of food they eat and to monitor their own diet
status, to automatically control the function of the diet, better manage their own health.

2 Related Work

At present, there are many ways to estimate the volume of food. In 2003, Puri et al.
Proposed to restore the food model by using 3D point cloud and RANSAC to extract
depth information [3]. Jia et al. also proposed the use of outer contour extract, com-
bined with simple geometry matching [4]. Taken together, these two major methods are
more widely used.

In order to simplify the calculation and make the project results better applied to the
mobile app, in this paper, we use three views of the food to estimate the food volume.
Each of the three views of the food is nested in a simple model to find the most
contoured item. These simple models are our pre-defined libraries for multi-angle
projection of simple three-dimensional graphics (including rectangles, spheres, cylin-
ders, etc.), and we also need information about the multi-angle projection of the user’s
hand as a scale, and finalize the food volume according to the formula.

Compared with the former two schemes, the modeling process of point cloud is
more complex, and often does not need to be very accurate when matching food, so it is
not very suitable for integration in the mobile app. The general idea in this article is
nested using a simple model, but we’ve made some optimizations for this approach,
and we’ve repeatedly nested from three different angles to improve accuracy. At the
same time, most studies now often require some extra specific items when choosing a
reference, which is often where the most inconvenient area for users to know the
ingredients of food at any time, at anywhere. Therefore, we record the user’s hand data,
using the user’s hand as a scale. The user only needs to include his hand information in
the shooting process.

3 Method

3.1 Overview

The proposed method involves three stages: preparation, food segmentation and vol-
ume estimation based on simple 3D model. The flowchart of our method is shown in
Fig. 1. Firstly, we pre-define a simple 3D model library. These 3D models are projected
at every particular angle and the projected outer contour images are stored. Testers need
to enter their hands information. Next, preprocess the three photos taken by testers from
top view, and convert them into L*a*b color space, and segment food and palm based
on K-means method. As for the irregularly shaped food, divide it into simple geometric
shapes. After extracting the outer contour of each spilt part, match them with projected
outer contour images of 3D models at every particular angle. Find the two images fit
best to make sure the 3D model corresponding the food. Using tester’s palm as a scale
to determine the model parameters, and calculate the food volume. The following
sections describe the details of these computational steps.
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3.2 Preparation

Before the first time calculating the food volume, some preparations need to be made to
ensure that food volume can be estimated more accurately and conveniently in the
future.

3.2.1 3D Model Library
According to our research, cooked food can be modeled by a set of shapes, especially
healthy food. Therefore, we select a certain number of 3D models through statistical
analysis, and build a 3D food-model library.

The detailed information of this 3D food-model library is shown in Table 1. The
first column shows the model name, model parameters, formula to calculate the volume
and examples. Meanwhile, a camera is added to each model and it can project the
model at every particular angle at any time in order to get the outer contour images.

3.2.2 Input Hand Information
In our method, a hand is the scale to calculate every parameters’ actual value in the
model. Testers need to input the length and width of their hands. Meanwhile, it is
necessary to take photos of their hands at several particular angle, which will be used to
calculate the camera angle of food images.

Fig. 1. Algorithm flowchart

Table 1. 3D model library

Model Parameters Formula Example

Cuboid Length l, width w, height h V ¼ l � w � h Sliced bread
Cylinder Radius r, height h V ¼ pr2 � �h Hamburger

Wedge Radius r, height h, angle a V ¼ 1
2 r

2 � w � h Cake, Pie

Sphere Radius r V ¼ 4
3p � r2 Cherry, Tomato

Half sphere Radius r V ¼ 2
3p � r2 Rice, Jelly

Ellipsoid Principal semi-axes a, b, c V ¼ 4
3p � a � b Egg, Potato

Half ellipsoid Principal semi-axes a, b, c V ¼ 2
3p � a � b Half egg
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3.3 Food Segmentation

After finishing the preparation, we can start our work. Testers need to put their hands
and food in the same horizontal plane to take pictures. After that, the original image is
converted into L*a*b color space, the brightness l is defined as a constant which we
selected after a number of experiments, to ensure the segmentation effect meets the
need. Next, the image in L*a*b color space is segmented based on K-means method.
After the image we get is filtered and filled color, extract its outer contour. According to
the idea of the connected domain of binary image, each food and hand are cut into
separate images. The specific process can be seen in Fig. 2:

3.4 Volume Estimation

The subjects were required in the task of estimating food volume based on three
different angle images of both hand and food in the same horizontal plane.

3.4.1 Outer Contour Matching
In our paper, the main method of outer contour matching is to calculate the Hu
moments of two contour images. This method was first proposed by Ming-Kuei Hu in
1962. He used the normalized 2 and 3 center moments, and introduced 7 local trans-
formations, rotation and scale independent moments (Hu invariant moments) [5].

First, the segmented food contour image is converted into a binary image to cal-
culate the central moment of the boundary and target region. Normalize the two groups
of central moments, and calculate 7 invariant moments M1–M7 on the basis of nor-
malization. Finally, these 7 moments compose the eigenvector of the target of food
image and 3D model contour image.

Through our research and experiment, it can be found that in the recognition
process of objects in the image, only M1 and M2 invariance remain relatively good,
and the errors of other invariant moments are relatively large. Therefore, the Hu
moments are only suitable for identifying images with little texture information, and
our contour image just meets the requirements.

3.4.2 Nest Simple 3D Model
The contour food image is matched with the contour image of each model projected by
the camera in a particular angle in a specified order.

(a)    (b)      (c)    (d) 

Fig. 2. Image segmentation process: (a) Original image, (b) L*a*b color space, (c) outer
contour, (d) segmentation
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According to a function we use in the program, it define I as the similarity of two
images.

I A;Bð Þ ¼
X7

i¼1

1
mA

i
� 1
mB

i

����

���� ð1Þ

mA
i ¼ sign hAi

� � � log hAi
�� �� ð2Þ

mB
i ¼ sign hBi

� � � log hBi
�� ��: ð3Þ

hAi and hBi represent the Hu moments of the two images.
The smaller the value, the more similar they are. Calculate the similarity of food

contour images and all model projections at the same angle, and find the minimum
similarity Imin. Through our research and many experiments, we identify a threshold L
that can maintain high accuracy. If Imin < L, the corresponding model of the projection
image matches the food. If Imin > L, need to adjust the camera angle and do the
previous operation again until Imin < L.

3.4.3 Using Hands as the Scale
After the matching model is determined, calculate the size of the palm in each image,
and get the scale a which equals to the length of the palm in the image dividing the
actual length of the palm of the tester. At the same time, calculate the length of the food
projection contour in each image, and calculate model parameters using a.

3.4.4 Volume Estimation
After determine the corresponding model(s), put the parameters we get into the volume
calculation formula of each model, which is shown in Table 1, and we can get the food
volume. For complex foods composed of multiple simple models, add the simple
model together. After getting the food volume, the nutritional value and calorie index
of different foods found on the official website can be calculated to help people eat
healthily.

4 Results and Discussion

4.1 Matching Results

In our experiments, we took small photographs of hands and food on the same level
and got three pictures. Processed three pictures in turn. Take Fig. 3 as an example,
K-means algorithm is applied to image segmentation. The result is shown in Fig. 3(b).
Three kinds of things are numbered from left to right, where b1 is the hand, b2 is a cake
and b3 is a cheesecake. The picture of the hand is matched with the pre stored pictures
of the hand to find the stored picture which has the highest matching degree. Result
shows that the angle between the food and the camera is 90°.
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Next, the projection of the geometry in the 90° angle in the 3D graphics library is
obtained and is shown in Fig. 3(c). The outer contour of food in Fig. 3(d) is matched
with the outer contours of projections in Fig. 3(c). Result showed that b2 has the
greatest matching degree with the circular on outer contour, the matching coefficient r
is less than threshold L. The projection of both the cylinder and the ball in the direction
of 90° is round, therefore, whether the matching geometry of b2 is the sphere or the
cylinder is determined by the remaining two pictures. Do the same operation on b3.
After processing three pictures, we can find that the cylinder shown in Fig. 3(e) has the
biggest matching degree with the cake, and the largest match with the cheese is the
cube, shown in Fig. 3(f).

4.2 Accuracy Evaluation of Food Volume Estimation

In the experiment, we measured the real volume of irregular food by a drainage
method. The average value of the volume calculated by the three nested simple model
is used as the estimated volume. Based on the relative error, the error rate under the
volume estimation is calculated. The calculation formula is as follows:

Error ¼ VE - VT
VT

� 100% ð4Þ

Among them, VE and VT represent the average of the estimated volume and real
volume, respectively. Table 2 is the evaluation of 9 kinds of food.From the table, we
can see that the estimated volume of three kinds of foods, such as bananas, fries, and ice
cream, has a greater error than the actual volume. These errors are caused by the
geometric shape of the food. These three kinds of foods represent the three kinds of
common sources of error in estimating volume. The first is that the shape of the simple
geometry is quite different from that of the food. Take banana as an example, the gap
between the banana and the cylinder leads to a larger error rate in the volume calcu-
lation. Second, there is a gap in the simple geometry of food. French fries often appear
on the table in the form of “heap”. When estimating its volume, nest it with a semicircle

(a)              (b)  (c) (d) 

(e) (f)

Fig. 3. Matching results. (a) Original picture, (b) segmentation, (c) projections of geometry,
(d) outer contour of original picture, (e) matching results, (f) matching results
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or cube. The volume of geometry contains the volume of french fries and the space
between it. It is the space that leads to the large error in volume estimation. In the third
case, the surface of the food is uneven. Although ice cream can fit well with the
hemispherical body, the volume of the concave surface in its surface can not be
calculated, resulting in greater volume estimation than the true value. Of the 9 kinds of
food measured, the average error rate is 7.54%, far below the average error of visual
estimation 20%.

4.3 Analysis of Influencing Factors

4.3.1 The Influence of Shooting Distance on Volume Estimation
In this method, defaulting that the angle between camera and the hand is the same as
the angle between camera and the food is the key to determine the projection angle and
then determine the matching result. However, as Fig. 4 shown, the distance between
camera and the hand is different from which between camera and food. In one picture,
with the condition of the same position of the camera, the angle from camera to the
hand and that from camera to the food is different. Consequently, the angle of pro-
jection is different. In our experiment, after matching the picture of the hand in
Fig. 3(b) and stored pictures of the hand, the angle from camera to hand was calculated
to be 90º. Assuming that the distance between the hand and the food in the picture is d,
the difference between real angle and the estimated angle is a, (0 < a < 90), the
distance between food and camera is x. Then the relationship is as follows:

tana ¼ d
x

ð5Þ

Amusing that the value of d is determined and remains unchanged, the relationship
between the angle a and the distance x is shown in Fig. 5.

Table 2. Results of estimating volume
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As can be seen from the figure, with the distance x increasing, a gradually
decreases. When tana is the maximum, match the projection with the food for the outer
contour. The results show that the maximum matching degree of the cake is round, and
the matching coefficient is less than the threshold L, also the matching coefficient is less
than that under the condition of 90°. After operating all three pictures, we can come to
conclusion that the simple geometry which is most matched with the cake is the
cylinder. It is the same as the result under the condition of 90° projection in the actual
operation. This shows that the shooting distance does affect the matching of single
graphics, but it has little effect on the final matching results. So it is effective to use the
hand angle as the food angle in the experiment.

4.3.2 The Effect of Distance Between the Hand and Food on Volume
Estimation
Figure 6 shows the relationship between ɑ and d. When ɑ takes its maximum, match
the projections with the picture of food. The minimum of r is greater than L. In this
situation, we chose the tube with maximum similarity, and then made projections of it
in angles every 2° vary from ɑ − 10 to ɑ + 10º. Next, matching the outer contour of
projections with the picture of food. Finally, we can find the actual angle from the
camera to food. Because of the angle of shooting is different, the proportion of hands
and food became inaccurate. So there is an error in the real size and estimated size of
the food, and then affects the volume estimation. Consequently, on the premise that the
hand and the food are not overlapped and the camera position is fixed, the nearer the
hand to the food, the smaller the error of the estimate of the food volume.

5 Conclusion and Future Work

5.1 Conclusion

In this article, we present a method for calculating the volume and nutrient content of
foods that are easily applied to mobile apps. By looking at the three views of a simple,
three-dimensional figure in life, we can see that the three views of these figures are
composed of simple two-dimensional figures, such as rectangles, circles and semicir-
cles. Some more complicated food images such as chicken legs, can be divided into
these simple two-dimensional graphics. So, in our research, we pre-defined a library for

Fig. 4. Relationship
among a, d and x

Fig. 5. a-x Fig. 6. a-d
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storing 2D simple graphs. When photographing a food picture, the user needs to take
three views of the food, that is, the front, the side and the top view of the food. At the
same time, the user’s picture needs to include the user’s hand. Based on the user’s three
pictures, we use algorithm for contour matching, in order to find the best fit for volume
calculation. When calculating the volume, we use the user’s hand as a scale to cal-
culate, which greatly facilitates the user’s use and enhances the user’s experience.
Compared with the traditional method, there are several advantages. First, the tradi-
tional methods of food volume estimation often have high demands on the pictures
taken and require more complicated calculations of parameters. Our three-view and
predefined graphics library simplify computation and are suitable for integration into
mobile phones. Second, most of the commonly used food volume estimation methods
require users to select additional reference objects, which are inconvenient for users to
use anytime, anywhere. The method used in this project only requires users to include
their own hand while taking pictures, which greatly simplifies the user’s use.

5.2 Future Work

At present, there are still many limitations in the research. In the future, we will make
improvements in the following aspects:

• As the user can not guarantee accurate three-shot when shooting, it will have some
impact on the actual calculation. We plan to further improve our concept by
expanding our simple graphics library into a library of variability and performing
image correction based on the user’s hand angles.

• The current limitations of food volume-based research are large and this project is
no exception. A lot of research is only applicable to western-style catering, and
there are certain requirements for food display. In the future, we will further explore
this aspect and conduct more research on Chinese food.
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Abstract. Quality inspection and quarantine processing is an important process
with extensive business impacts. Data visualization methods failed to fully
combine standards and certifications or accreditation. While inspection, quar-
antine and other quality related measures are hard to analyze due to the
multi-factor dimension and therefore it is difficult to reflect the macro quality
status. Thus, in order to integrate quality data from quality supervisory
inspection and quarantine departments, this paper propose three visualization
methods to analyze quality data, such as tree models and histogram visualiza-
tion, map and histogram visualization, the models implement quality visual-
ization system based on the methods above to realize the comprehensive
analysis of macro quality data.

Keywords: Data visualization � Macro quality data � Data analysis
Time series visualization

1 Introduction

With the current development and progress of China economy the country is transi-
tioning into a modern society and economy focusing on quality and efficiency. Quality
plays a basic role in the new economy, and quality problems are getting more attention.
In China, quality inspection organizations accumulated a mass of quality data. How to
represent quality data and identify the trends and analysis represents a challenge and
one of the most important problems to be solved urgently.

Data visualization [1] is the science about data representation and form, it is rep-
resenting data as graphs and the process of using data analysis technologies to find
hidden information. The aim of data visualization mainly by the aid of graphical
methods, clearly and efficiently delivery and communicate information. Efficient
visualization methods convenient observe and analysis data for us, to find the hidden
data features and law, helps people understand data and make efficient decision. In the
big data era, the role of data visualization is becoming more and more important. By
analysis macro quality data, extensity, timeliness and hierarchy are the features of data,
many researchers have much works focus on these features visualization, but limited on
research the visualization forms of combined these features.
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By studying the hierarchy visualization, timeline visualization, and extensity
visualization technologies, this paper proposed two combined visualization methods,
include tree and histogram visualization, map and histogram visualization, integrated
multiple visualization methods [2] to represent quality data according to data charac-
teristics. These visualization methods completely satisfy the macro quality data visu-
alization requirements, like compares qualification rate of product quality inspection
between 31 provinces of china, compares qualification rate of a certain class product
during many years, and find the trends of product quality development and so on.
These methods represent hierarchy structure and time series data, and in terms of user
interaction, users observe the data by multiple interactive technologies, to discover the
characteristics and law of data, such as the dependency, periodic and exception of data.

On this basis, the researchers designed and implemented a quality statistics data
visualization system. For the usability and scalability of the system, we realized the
authority control model based on RBAC (Role-Based Access Control), which linked
role and user’s authorities. We use a variety of traditional methods to represent data,
and use the three methods above mentioned to implement data visualization, achieved
good visual effect. This system strong the visual analysis of quality statistics, further
mining the relationship between quality management and society economic develop-
ment, will provide valuable reference base for government reinforce macro quality
management.

The data source cited in this paper was retrieved from website published by General
Administration of Quality Supervision, Inspection and Quarantine of the People’s
Republic of China, and the visualization graphs implemented by ECharts [3]. This
visualization topic is quality development. Around this topic, analysis related data and
make a conclusion by data.

2 Visualization Methods of Macro Quality Data

Based on visualization design principles and targets, this paper designed and imple-
mented macro quality data visualization methods, which includes time sequences
visualization method, map visualization method and integrated method.

2.1 Tree and Histogram Visualization Method

For the hierarchy structure visualization, nodes linked technology are used usually.
treemap and radial tree diagram are common layout methods for data, as the Fig. 1(a).
Generally, quality data includes dimensions like provinces, times, and values, it is hard
to represent data use a certainty visualization method, like histogram, or tree graphic. In
the Fig. 1(a), shows the percent of pass data for provinces, the data sorted by value
descend, the effects of presentation is less than histogram. Users prefer the Fig. 1(b) to
show the progressive increasing or decrease progressively data. This visualization form
only present one year or one time interval data.

In the macro quality dataset, which cross many years or months, how to represent
data as time sequence is the significant issue for quality data statistics. Design and
implement time sequences visualization method, main to analysis quality state in the
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special time and analysis one or more quality features development situation. This
method solve these problems like: the eligible rate of products and consumer goods, the
increase rate of goods value or pots of inspection and quarantine of imported and
exported, the counts of standards draw up or revise, etc. We designed a way to present
many years or many time interval data by histogram integrate tree graph that display
each provinces’ product supervision sampling rate from 2010 to 2017. The tree node
present province, and in the right of province name, display a histogram to show the
information of product supervision sampling rate value, create a function to implement
show histogram when click tree node symbol. Then we can display all the product
supervision sampling rate in one graph, users no need to click redundant.

Except integrate tree and histogram, other charts like heat map represent time series
relationship also apply to this scene. As Fig. 2 showed data for eight years of each
province, we regard these data as a matrix, provinces express x-axis, years express
y-axis, the tables separated by axis show the value, and the dark color shows the bigger
value.

2.2 Map and Histogram Visualization Method

Macro quality data not only provides value, it supports related regional, compared
features. Map visualization method fit regional data comparison, generally, compared
between macro quality data of 31 provinces or cites in china. This paper mapping value
of provinces by color, the different color indicate interval value defined by legend
setting. In Fig. 3, showed the eligible rates of product quality supervision of each
provinces and municipality directly under the Central Government, red represent eli-
gible rate between 8% and 84%, orange red represent 84% to 88%, pink represent from
88% to 92%, green represent 98% to 100%. Follow the color rule, green indicate
excellent state, red indicate warning. In this chart, users conveniently know which
province is the low eligible rate of product quality supervision, and which is the best,
clearly distinguish between provinces. From the chart, the provinces Heilongjiang,
Ningxia, Jilin is the top 3 of eligible rate, Qinghai and Jiangxi is the lowest rate.

(a) (b)

Fig. 1. Percent of pass data diagram of 31 provinces, (a) is tree graph, (b) is histogram of
percent of pass data
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The second method focuses on applying map visualization with more complexity,
in order to display more information, display histogram on the map for each province,
as the Fig. 4 showed. On the map, the histogram represents four statistics value of
metering standards for every provinces. This representation type show the multiple
dimension data, compared more than one features of province.

Fig. 2. Heatmap

Fig. 3. Map visualization of eligible rate of product quality supervision
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2.3 Interaction Design

We designed abundant interaction operation, user interact with charts get detail, to hold
more information the chart delivered.

• Selection of date interval, users get special data via select date, and then the data
filtered from date begin to end. The time granularity includes year, quarter, and
month.

• Filter data based on interest. When the page includes multiple type data, the system
function support users query and filter data.

• Chart transfer. Users switch multiple charts type among line charts, histogram and
scatter chart, when they need.

• Zoom. The system allows users to zoom in or out of the chart, for display more data
from database.

• Tooltips. Move on the data area, displays detailed information and custom the
format of data string.

3 Visualization System Overview

Quality Statistics Visualization System (MQDVS) focus on macro quality data from
government and internet published by authority organizations, use data visualization
and visual analysis methods, analysis macro quality states. Data process and data
visualization are main function models of this system, as Fig. 5.

Data process module responses data pump, process and analysis, extract quality
related information. Transfer data from Excel to MySQL.

Fig. 4. Integrate map and histogram
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Visualization chart module responses data representation includes three topics
visualization graphics, and the two visualization methods mentioned in Sect. 2. The
visualization topic includes quality infrastructure, quality development and quality
security. Represent many kinds information graphics based on data type and data topic.

4 Conclusion

This paper proposes two visualization methods to represent quality data. To display
quality data and data analysis results, the proposed methods were framed in dataset that
includes regionals, times, and given values. The visual methods were designed and
implemented in a quality statistics visualization system, which implement quality data
representation, and can manage users’ authorities or access based on RBAC. By this
system, users can observe quality data and discover quality change trends, even find
quality risk, provide a platform to users for data exploring.

Acknowledgements. This paper is supported by grants from National Key R&D Program of
China (2016YFF0204205) and China National Institute of Standardization (712016Y-4941-
2016, 522016Y-4681-2016).

References

1. Friendly, M.: Milestones in the history of thematic cartography, statistical graphics, and data
visualization (2008)

2. Wu, Y., Cao, N., Gotz, D., Tan, Y.P., Keim, D.: A survey on visual analytics of social media
data. IEEE Trans. Multimed. 18, 2135–2148 (2016)

3. http://echarts.baidu.com
4. Smith, A., Hawes, T., Myers, M.: Hiearchie: visualization for hierarchical topic models. In:

The Workshop on Interactive Language Learning, pp. 71–78 (2014)
5. Draper, G.M., Livnat, Y., Riesenfeld, R.F.: A survey of radial methods for information

visualization. IEEE Trans. Vis. Comput. Graph. 15(5), 759–776 (2009)
6. Coppola, A., Stewart, B.: A tool for structural topic model visualizations (2016)
7. Macro Quality Data. http://www.aqsiq.gov.cn

Database

Data process

Information 
extract

Data Filter

Visualization Chart

Fig. 5. MQDVS overview

Visual Analysis on Macro Quality Data 99

http://echarts.baidu.com
http://www.aqsiq.gov.cn


Gamified Approach in the Context
of Situational Assessment: A Comparison

of Human Factors Methods

Francesca de Rosa1(&), Anne-Laure Jousselme1,
and Alessandro De Gloria2

1 NATO STO Centre for Maritime Research and Experimentation,
Viale San Bartolomeo 400, 19126 La Spezia, SP, Italy

{Francesca.deRosa,Anne-Laure.Jousselme}@cmre.nato.int
2 University of Genoa, Via Opera Pia 11A, 16145 Genoa, Italy

adg@elios.unige.it

Abstract. Decision support tools are increasingly common in daily tasks, with
a core component of enhancing user Situational Awareness required for an
informed decision. With the goal of informing the design of automated reasoners
or data fusion algorithms to be included in those tools, the authors developed the
Reliability Game. This paper compares the Reliability Game to other Human
Factor methods available in the context of Situational Awareness assessment.
Although the Reliability Game shares many common elements with HF methods
it also presents some unique features. Differently than those methods, the former
focuses on the Situational Assessment process and on how source factors might
influence human beliefs, which are considered as basic constructs building up
Situational Awareness. Moreover, the gamified approach introduces an engag-
ing component in the setup and the specific design of the method allows the
collection of data expressing second-order uncertainty.

Keywords: Human factors methods � Situational awareness
Situational assessment � Reliability game

1 Introduction

Decision-making is a typical human task. While we move towards higher degrees of
automation, many of the cognitive tasks on which decision-making is grounded are
gradually delegated to machines to facilitate operators of different working environ-
ments (e.g. safety, security, crises management, health, first aid). For instance, the
competent national maritime authorities established the Vessel Traffic Service (VTS), a
system of systems for maritime traffic monitoring. Operational environments such as
the VTS can entail a high degree of complexity in terms of information quantity,
information quality, information variety, communication means and communication
formats, rendering the information processing tasks (e.g. perception, correlation, fil-
tering, sense making) sometimes beyond human ability. Support systems aim thus at
assisting problem solving and decision-making tasks, acting as “enabler[s], facilitator
[s], accelerator[s] and magnifier[s] of human capability, [but] not [as] its replacement”
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[1]. Therefore, one of their primary objectives is to enhance users’ Situational
Awareness and possibly propose candidate courses of action. Situational Awareness
(SAW) is a state of knowledge defined by Endsley as “the perception of the elements in
the environment within a volume of time and space, comprehension of their meaning
and the projection of their status in the near future” [3]. SAW can be obtained through a
cognitive process known as Situational Assessment (SA). Information processing tasks
are progressively automated, and information fusion techniques come into play to
reduce the cognitive burden placed on the operator, while maintaining an appropriate
level of SAW. Typically, SA corresponds to high-level fusion, a process farther to
sensors and closer to humans, with increased semantics.

For these reasons, many authors (e.g. [4, 5]) have underlined the importance of
adopting a human-centered design approach for decision support systems as systems do
not only include technological elements, but extend beyond hardware and software to
include procedural and human elements (e.g. Christensen’s system model [6]). In
operational environment operators might play several roles, possibly concurrently, such
as “decision maker, monitor, information processor, information encoder and storer,
discriminator, pattern recognizer [,] . . . ingenious problem solver” [7] or disseminator.
With respect to information processing humans can be assimilated to a processor with a
single channel and limited-capacity [4]. Therefore, the reasoning and communication
schemes implemented in the systems should be intelligible and possibly intuitive, in
order to ensure algorithms transparency [8], accountability, user acceptance and
optimal human-machine synergy. In order to bring humans and machines closer,
Human Factors (HF) methods [2] have been developed with the intent of assessing
operators SAW, concentrating on physiological and performance aspects, imbedded
tasks, subjective ratings and questionnaires.

To support the design of transparent automated reasoners and information fusion
algorithms, mimicking the human information combination process in a multisource
context, the authors developed the Reliability Game [9]. This method aims at eliciting
from the participants the impact of source factors (type and quality) on the Situational
Assessment process and final Situational Awareness. As the remainder of this paper
will develop, the Reliability Game is an innovative approach compared to other HF
methods in the context of Situational Awareness, both in terms of its set-up (gamified
approach) and focus.

After a brief survey of some Human Factors methods adopted in the context of
Situational Awareness assessment in Sect. 2 and the presentation of relevant results of
psychology and social science research on source factors in Sect. 3, the Reliability
Game method is outlined in Sect. 4. Section 5 summarises a qualitative comparison
with other Human Factors methods and highlights novelties and similarities. Finally,
the conclusions and way ahead are presented in Sect. 6.

2 Situational Awareness Assessment Methods

A literary review by Stanton et al. [2] highlighted the existence of several human
factors methods dedicated to the assessment of SAW. Most techniques concentrate on
the assessment of individual SAW through measurement approaches for example by
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looking at physiological aspects, performance aspects, imbedded tasks, subjective
ratings and questionnaires [2, 10]. Less emphasis has been put on distributed or team
SAW techniques [2]. Following [2] the individual SAW assessment techniques can be
categorised as:

1. SAW requirements analysis techniques;
2. Freeze probe technique;
3. Real-time probe technique;
4. Self-rating techniques;
5. Observer-rating techniques.

SAW requirement analysis techniques, which might be based on interviews with
Subject Matter Experts (SMEs), questionnaires and goal-directed task analysis [11],
aim at understanding which are the elements that contribute to SAW with respect to a
specific task or environment. In freeze probe techniques (e.g. SACRI [12], SAGAT
[10] and SALSA [13]) a task and/or scenario is simulated and participants have to
respond to SAW related queries administered during a freeze of the simulation.
Real-time probe techniques (e.g. SASHA [14] and SPAM [15]), differently from the
previous ones, administer the SAW queries without freezing the simulation, while in
the self-rating techniques (e.g. CARS [16], MARS [17], SARS [18], SART [19] and
C-SAS [20]) the participants are requested, generally post-trial, to self-rate dimensions
related to SAW. For example, in SART the dimensions include familiarity, complexity
of situation, information quality, information quantity and concentration of attention.
In observer-rating techniques (e.g. SABARS [21]), contrary to the ones previously
mentioned, it is an appropriate SME who rates the participants SAW, while observing
them performing a specific task.

The aim of the above-mentioned methods (with the exception of SAW require-
ments techniques) is to measure the level of SAW, often with the primary scope of
assessing specific operational systems and/or innovative technologies and designs.
Besides serving as key performance indicators of the effectiveness of novel tech-
nologies, those techniques and measurements allow also to investigate [22]:

1. the nature of SAW;
2. factors affecting SAW;
3. the strategies and processes adopted to acquire SAW.

The last two points are the objectives of the Reliability Game method, which is
going to be detailed in the following sections. In fact, the Reliability Game method
aims at characterising the impact of factors related to sources of information (e.g.
source type and source quality) on the Situational Assessment process and final SAW.

3 Source Factors Impact on Human Assessment

Aspects related to the impact of source factors on human assessments have been the
subject of social science and the experimental psychology for decades. Although the
results of those studies cannot be directly incorporated within the modelling paradigms
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used in the context of information fusion, they served as basis for the interpretation and
analysis of the data gathered through the Reliability Game method.

Persuasion literature reports on the mechanisms that determine the effectiveness of
sources of information perceived as credible, attractive, similar or powerful [23–26].
Research has shown the complexity and dynamic nature of the processes taking place
with respect to source factor impact on attitude change: there is not a linear mapping
between a message provided by a more attractive or expert source and a higher degree
of persuasion (or attitude change in the expected direction). Therefore, studies have
been focusing on complementarity aspects, such as how persuasive sources might affect
both primary levels of cognition (e.g. source serving as peripheral cue, source
influencing the direction of thoughts or source influencing the amount of thoughts) and
secondary or metacognition levels (e.g. thought confidence) [23]. It has to be under-
lined that most of the conducted research explores attitude change, as it is assumed to
serve as key mediation construct with respect to other targets of change, such as
emotions, behaviors and beliefs [23].

In the contemporary theories on attitude formation and update, such as
Dual-Processing theories (e.g. [27, 28]) and Dual-System theories (e.g. [29]),
researchers postulate that several factors, including source factors, can affect attitudes
through processes such as:

1. acting as peripheral cue or heuristics [30, 31];
2. acting as issue-relevant argument [32];
3. impacting the amount of processing taking place [33–35];
4. biasing the nature of thoughts [36];
5. impacting structural properties of thoughts (e.g. thought confidence) [37].

With regard to the factors that might be used as cues a relevant role is played by
attractiveness of the source [38] and credibility of the source [37], often referred to as
source reliability [39].

4 The Reliability Game

4.1 The Reliability Game Method

The aim of the Reliability Game is to characterise the impact of source factors, such as
source quality and source type, on human situational assessment process. The game,
which has been inspired by the Risk Game [40], allows capturing belief changes using
cards and a specific game board. The participant is requested to estimate which of the
three possible hypotheses corresponds to a specific situation on the basis of available
information. Information together with possible additional meta-information (i.e.
source type and source quality) is provided to the participant through messages that are
contained in cards.

Each game session is divided in four rounds, in which a set of eleven cards is
sequentially provided to the player, displaying information about the situation. The
rounds differ in the meta-information displayed on the cards. As can be seen in Table 1
during the first round, information is only provided without its origin source and
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quality. During Round 3, only the source type is provided and the participant is asked
to rate the source quality, based on his/her background knowledge and experience of
the source type. A six-point source quality rating scale (1 = bad to 5 = good and
Unknown) has been selected to align with most of the existing standards of source
reliability rating in the intelligence domain [39]. The same rating scale has been
adopted for the confidence level (expressing the final belief) in the three different
hypotheses that the participants have to rate at the end of each round.

During each round the cards need to be positioned on a game board and the selected
position reflects the weight of belief that the information in a card provides toward
some subsets of the mutually exclusive and collectively exhaustive hypotheses (see
Fig. 1). The game board has been specifically designed with the intent of providing to
the participant the freedom to express their belief without being constrained by weights
of belief that sum up to 1. Moreover, the board enables a relatively straightforward
modelling of the data collected within mathematical frameworks for second-order
uncertainty handling (e.g. Evidential Theory [41]). The card positions, together with
the participant’s source quality rating (if any) and the participant’s confidence in the
hypotheses, are recorded at the end of each round.

4.2 Training and Time

The game session has been designed to last around thirty to forty minutes, which is
quite fast. The facilitator first introduces the participant to the game scope, rules and

Table 1. Rounds and associated meta-information.

Round Source type Source quality

Round 1 Not provided Not provided
Round 2 Not provided Provided
Round 3 Provided Rated by participant
Round 4 Provided Provided

Fig. 1. Example of card positioning on the Reliability Game board
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scenario. The game does not foresee a real pilot run. On the other hand the facilitator
guides the player when positioning the first card, making the initial brief easy and short.

4.3 Domain of Application and Example

The method has been developed in the context of Maritime Situational Awareness, thus
with the specific objective of assessing the impact of source factors on human Maritime
Situational Assessment and resulting SAW. It has been played with twenty-one players,
subject matter experts of Maritime Situational Awareness.

Although it has been developed with respect to the maritime domain, it is important
to underline that the game could be easily tailored to other domains (e.g. air traffic
control, medicine, emergency and disaster recovery). Moreover, the method shows its
potential to assess the impact by other factors related to uncertainty and information
quality, such as trueness and precision.

5 The Reliability Game and the Other Methods
in the Context of Situational Awareness

Differently from the other Human Factor methods available in the context of Situational
Awareness assessment (see Sect. 2), the Reliability Game main focus is not on SAW,
but rather on the Situational Assessment process. Therefore, it does not provide a
measure of SAW (contrary to SAGAT, SART, SALSA) or a set of SAW requirements
(e.g. SAW requirement Analysis [11]). The Reliability Game objective is to evaluate
which and how much information and source factor impact human beliefs, which are
assumed as basic constructs that build up SAW. Given that the game is not measuring
SAW, the correct estimation of the true hypotheses by the participant is of secondary
importance. In fact, the analysis is concentrating mainly on the extent and direction of
belief changes induced by the above-mentioned factors.

The Reliability Game is a simulation technique (each round corresponds to a
simulation), however the simulation is not performed in a high-fidelity simulator. In
fact, the participant is just presented with a scenario map, briefed on a scenario story
and presented with incoming information reported on cards. The design choice was
driven by the attempt to reduce the impact of information visualisation and system
familiarity, while focusing on the information processing. Although the complexity of
the element design can be regarded as medium, as it might require the support of SMEs
to the scenario and cards design, the effort and required resources are less than for other
common HF methods, such as SAGAT or SALSA. This has the advantage of making
the Reliability Game a quick, easy to apply and low-cost approach (such as SART and
C-SAS). Moreover, the method is characterized by a low training and facilitation
complexity.

The Reliability Game presents both elements of freeze probe techniques (e.g.
SAGAT, SACRI and SALSA) and self-rating techniques (e.g. CARS, MARS, SARS,
SART and C-SAS). In fact, like in freeze probing techniques the simulation is frozen
during query administration to the participant. The method has only a three item
pre-defined set of queries that require a self-rating from the participant, that is:
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1. Request to position the card on the board at each freeze;
2. Request to rate the source quality at each freeze (only in specific simulations);
3. Request to rate the confidence in the different hypotheses at the end of each

simulation.

Table 2 reports the main elements of a qualitative comparison between the Reli-
ability Game and the other HF methods described in Sect. 2. The first column lists the
comparison criteria, which are instantiated for the Reliability Game in the second
column. The comparison criteria have all a binary outcome (۷ = equal, • = not equal),
with the exception of the element design complexity (۷ = equal, • = not equal –

Reliability Game lower, •* = not equal – Reliability Game higher). This table high-
lights how the Reliability Game shares with other HF methods important elements such
as the type of technique (number of HF methods with equal value n۷ = 8), simplicity of
query design (n۷ = 5), simplicity of facilitation (n۷ = 5) and the simplicity of query
administration and data collection (n۷ = 8). Moreover, the method presents a low cost
(n۷ = 6), low execution time (n۷ = 5) and low training time (n۷ = 9).

The comparative analysis showed that the Reliability Game presents many common
elements with CARS, MARS and SART. On the other hand, it highlights some of the
innovative aspects of this method, namely its main focus and the dimensions analysed.
Those aspects are intrinsically linked to the innovative scope of the method that is to
guide the design of reasoners and algorithms to be used in support systems. An
additional innovative feature of the Reliability Game is the data collection technique.
Although many techniques as previously mentioned present a low level of complexity
with respect to the data gathering, to the best of our knowledge, positioning the card on
the game board is an original way of answering a SAW related query and directly
record the participant belief, while minimising the intrusiveness of the procedure. In
fact, positioning the card is actually supporting the assessment process, instead of
interrupting it to answer to the query. Moreover, the gamified approach creates an
engaging context, as showed by the participant feedbacks. This has a direct impact on
participants’ message processing mechanism. In fact, it has been demonstrated that
engagement enhances the information elaboration motivation [42, 43], leading to a
more in-depth consideration of the message content and to minor reliance on cues.

As a new-born method, the Reliability Game has not been applied extensively and
validation studies have not been performed. However, the feedbacks from the SMEs,
which have been exposed to the Reliability Game [9], show that the game is not only
perceived as engaging, but also as realistic, relevant with respect to operational needs
and effective in the elicitation component.

6 Conclusions

This paper presents a comparison of the Reliability Game and other Human Factors
methods available in the context of Situational Awareness assessment. The Reliability
Game is an innovative method to gather data regarding the impact of factors related to
sources of information (e.g. source type and source quality) on the Situational
Assessment process and final Situational Awareness. The comparative analysis
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between the Reliability Game and other thirteen HF methods available in the context of
Situational Awareness assessment, shows that although the former shares many com-
mon elements with some of the latter (e.g. CARS, MARS and SART) it also presents
some unique features. In fact, the Reliability Game does not provide a measure of
Situational Awareness, but rather an evaluation on how source factor might influence
human beliefs. The gamified approach introduces an engaging component in the setup
and the specific design of the method allows the collection of data expressing
second-order uncertainty. The data collected in a first experiment is currently under
analysis and the results will be included in the design of a Bayesian Network for
maritime behaviour analysis.
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Abstract. In this era a number of latest trivial software development process
methods have been developed. Agile software development is one of them.
Agile is a time-dependent approach to software delivery. Scrum is the agile
software development methodology process that is extensively utilized today in
many of the software companies. It is an agile technique to handle a project,
usually in agile software development. Agile software development by way
of Scrum is frequently perceived as a methodology; however than show-
ing Scrum as methodology, consider of it as a framework for handling a pro-
cess. This paper will initiate with the background, it will cover the
characteristics and definition of agile software development and highlights the
major different agile software techniques. Various agile techniques will also
elaborate in this paper. The core aim of this paper is to identify risk on agile
development and improve the quality of the software by using agile
methodologies.

Keywords: Scrum � Agile software development
Traditional software development � Risk management
Software development techniques

1 Introduction

Programming began through prepared languages like “FORTRAN in 1954” [1], and after
developed towards the object-oriented languages in the 1960s [2]. Correspondingly,
developmental approaches in software developments have developed over time. The
main developed approach appeared later than the software crisis in the seventies. Soft-
ware engineers introduce methodologies; methodologies split the software development
process into five stages [3]. Agile be a phrase first established in “2001”with referring to
gather of lightweight software development procedure developed in the “mid-1990s
including Scrum (1995), Crystal Clear, Extreme Programming (1996), Adaptive Soft-
ware Development, Feature Driven Development, and Dynamic Systems Development
Method (DSDM) (1995)” [4]. A lot of information handling prompted the introduction of
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original database administer framework. The product framework turned out to be
increasingly intricate and extensive; software reliability issue was very noticeable. The
person unique own design, personal processes never again assemble the needs; software
needs to modify method of development “Software Crises broke out” [5] (Fig. 1).

Agile techniques are utilized to accomplish advanced quality software in a mini-
mum timeframe, self-arranging groups, client coordinated effort few documentation
and limited time to market [6]. Agile methods spilt errands in little steps with least
scheduling known as Iteration. Iterations are brief time span that keeps running one to a
month. Every iteration compromises groups functioning throughout complete software
development sets, such as “planning, requirement analysis, design, coding, unit testing
and acceptance testing”. Majority of the agile implementation usage utilize a formal
every day eye-to-eye correspondence among colleagues [7]. Whenever client or
domain expert works specifically with the creation group stakeholder discovers some
new information about the issue [8]. Scrum is an iterative and incremental software
development way to deal with depicts a proficient and adaptable product development
method. It was sophisticated enhancement, brought into software business by “Ken
Schawaber and Jeff Sutherland”, and developed into form [9]. Scrum’s main features
deceit in its iterative development procedure, as similar to other agile processes, the
execution of Scrum depends to a vast amount on capacity of included colleagues. In
Scrum, much is being done to draw the exhibition in the sprint review gathering, in
which the administration becomes more familiar with the status of product [10].

This paper organizes as Sect. 2 will cover related work of the agile and SCRUM
methodologies, Sect. 3 includes the overview of traditional development method,
Sect. 4 will elaborates the Scrum methodology, Sect. 5 will cover the risks that may
happened to Scrum methodology.

2 Literature Review

Different examination and reviews has been made that demonstrate the fame of agile
methodology that supports on feature requirements little or large companies and
occurrences of stakeholders. Agile methods have demonstrated viability and changing
the product business. A few of the existing literature review is discussed below:

Fig. 1. Process of software development
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Begel and Nagappan [11] utilized a review base technique; agile technique is
beneficial because of enhanced correspondence between colleagues, quick release and
adaptability of plans. Scrum methodology has been very prominent; and test-driven
development and some programming are the minimum exploited practices.

Zuo et al. [12] concerned proper strategies into agile software development. They
connected “rCOS” a question-situated way to deal with agile methodology to enhance
precision of the framework and encouraging framework development with object
oriented ideas.

Livermore [13] demonstrated that XP is utilized vigorously in the companies.
Scrum is utilized as function of “diminishing use, function oriented development,
dynamic development methodology, adaptive software development and then other
flexibility methodologies” which are altered according to organization utilization.

In additional explanation by Ahmed et al. [6] is commonly utilized, 50% of
products are conducted by the energetic contribution of stakeholder, 66.7% of partic-
ipants agreed that productivity improved would improve the quality by 50%.

Nakki et al. [14] showed that agile strategies were beneficial for some program
foundation. Large stakeholder software, efficient requirements, clients have big security
and huge codebase, traditional plan oriented product performing professionally. Thus,
agile methods give finest outcomes when the group is not huge, the requirements are
not efficient the code for the product is small and the client demonstrates huge inter-
ested for huge development advancement.

Solo and Abrahamsson [15] demonstrated that appropriation increment of agile
procedures is associated with organization dimension. Additionally, the approval of
agile procedures in big and distributed condition is being attended to all the more every
now and again. 54% of the group members utilized XP and the five factors in XP
utilized are “open office space, coding standards, 40 h week, consistent incorporation
and aggregate code possession”; 27% utilized Scrum procedures and other used dif-
ferent agile practices.

Dyba and Dingsoyr [8] reported that XP it appeared to be hard to set up in big,
complex companies; however, it is simpler in other association sorts. Pair programming
is wasteful and XP is workings preeminent with experienced advance development
team. There is absence of consideration regarding architectural plan and design
problems.

Far [16] showed software charted reliability engineering in robust development
process. According to research, test driven development looks miss matched with the
reliability model.

Misra et al. [17] demonstrated structure for recognizing essential modification
mandatory for accepting agile software development methods in traditional develop-
ment associations.

Kohlbacher et al. [18] illustrated the negative effect of modification in client
approval. The principle commitment of their research relates to collaboration impacts
of alter in requirements and agile procedure on client’s satisfaction. They originated
that work environment, the adaptableness of the ending product and eagerness to adapt
to change has positive directing impact on the affiliation.

Imreh and Raisinghani [19] assumed that agile software development significantly
affects the quality of a software product. They recognized important quality aspects of
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agile software development and different methodologies of remediation suggested
inside methodologies, hierarchical, cultural framework and company best practice.

Research accomplished by Syed-Abdullah et al. [20] demonstrated that agile
technology is greater paying attention by people than on process orientation in a more
unpredictable condition. But for the satisfaction of the designers, this is useful just
when the requirements are indeterminate or unpredictable.

3 Traditional Development Method

Software crises have pretty much precede the development of software engineering. In
nineties, product advancement of software development started to utilize with the
documentation, in view of hypothesis of software technology. Waterfall show was
delegated of traditional software project administration and had a possessed a critical
spot. As indicated by the waterfall appeared into “Fig. 2” is a model, which has been
created for software development that is to develop software. It is called as such
because the model increases efficiently one stage to other in a descending way, similar
to a waterfall [21]. Waterfall highlighted software development cycle as appeared in
Fig. 2.

“Structured Analysis and Structured Design (SASD)” [6] is a software development
technique, introduced in seventies by “Yourdon, Constantine”. It highlighted complete
venture or activity is separated into sub activities. This spares time and incredibly
enhanced by proficiency. Aside from this waterfall, strategy has a few advantages and
drawbacks, which are given in Fig. 3 [22].

Because children are only concerned about games that are easy to play, rather than
focusing on innovation, developers consider their end-users.

Fig. 2. Waterfall model
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3.1 Concept of Agile Software Development

The perception of agile advancement was anticipated by the agile team in 2001,
afterwards numerous software advancement groups and organization perceived,
acknowledged it, and bit by bit been generally utilized as a part of many tasks. Agile
Software Development [23] distributed that Agile Manifesto appeared in Fig. 4;
sequentially software development has entered in a new era.

3.2 Rules and Laws of Agile Manifesto

Agile evaluation is an iterative strategy utilizing an augmentation and conveyance of
important software. Indeed, agile development is additionally eager to roll out correct
change with respect to the requirements. Software is profitable software, when it totally
fulfills the customer needs. A few standards of agile manifesto [21] are given below:

1. Our most elevated need is to fulfill the client needs through right on time and
incessant conveyance of profitable software.

Fig. 3. Advantages and disadvantages of waterfall model

Fig. 4. Manifesto for agile software development
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2. Welcoming evolving requirements even late are being developed.
3. Always convey working software every now and again, from half a month to two

or three months with an inclination to shorter time scale.
4. Business and designers have to cooperate every day all through the product.
5. Developing products around motivated people. Give them situation and shore up

they need and believe them to take care of business.
6. The most proficient and viable strategy of transferring data to and inside a

designing team is a face-to-face conversation.
7. Software working is essential measure of advancement.
8. Agile processes endorse maintainable improvement. The backers, designer and

clients ought to have the capacity to keep up a consistent pace indefinitely.
9. Constant concentration regarding industrial brilliance and finest design for

improvement of maneuverability.
10. Simplicity, craft of capitalizing measure of work not done- is basic.
11. Most excellent models, requirement and designs rise up out of self arranging

groups.
12. At standard intermission, the stakeholder thinks about how it can be more efficient,

and then it concludes and alters its actions consequently.

3.3 Agile Development Versus Traditional Development

We evaluated the contrasts between Agile Manifesto and Traditional Software
Development. They are two aspects [24] which agile development clearly focuses. The
one is adaptability and the other is teamwork (Fig. 5).

3.3.1 Adaptability
Distinction to traditional model, agile development places accentuation on adaptable-
ness than on inevitability of a traditional model. A person who picks traditional always
enjoys highly exhaustive and entire documentation when starting a project. They will
examine whole development process and points of interest of each sub process for
instance, e.g. how frequently or what number of individuals will be put resources into,

Fig. 5. Differences between the agile development and traditional development

116 M. Ahmed et al.



lastly the results are documented in the document. Most importantly, the document
cannot be changes once it has been recognized. All project developers are mandatory to
firmly chase the document. When somebody needs to modify the document or
schedule, he is not permitted for that. However, there are many advantages of this
model but people still faces many issues in this model.

Agile keen to acknowledge modification, even in the last procedure of software
development. Its own particular strategies for framework plan and framework devel-
opers can rapidly react to modify in client request. It guarantees that results of latest
iteration are the clients truly wants, it also assemble modifications of business. Con-
trasts from waterfall model, agile development completely conforms to design. Agile
development would toward start of project to build up coarse plan, giving more space
to change of projects.

3.3.2 Teamwork
The purpose of traditional process management is to guarantee procedure inside
association is performed as expected and that define process is entirely stayed.
A document-oriented model is likely to characterize individual’s parts as negotiable.
Agile software processes are people centered instead of process driven. They trust that
people and their communications essential than procedures and methods. Practice is the
life of approaches. Key purpose of agile development is let individuals to acknowledge
a procedure instead of enforce a process. Developers should have the full freedom to
formulate all decision about the technical features. To make a team with optimistic staff
is key to agile development.

4 Scrum

In 1995, Ken Swaber introduced the Scrum methodology. Before implementation, it
was practice. Afterward it was incorporated into agile methods since it has similar basic
idea principles of agile development. Scrum has been utilized by the goal of product
management during basic procedures, simple to modify documentation and higher
team iteration over comprehensive documentation [25]. Scrum imparts fundamental
idea and practices to other agile methods; however, it includes project management as a
major aspect of its practices. These practices direct development team to discover
duties at every development cycle [26]. Moreover, practices characterized for agility,
one primary methods prescribed by Scrum is to develop a backlog. “A backlog is where
one can see all requirements pending for a project for monitoring, estimated by
complexity, days or some other unit of measure that the team chooses”. Inside a
product backlog there is fundamental sentence for every requirement, somewhat that
will be utilized by team to begin discussion and group for that requirement [25] should
have actualized putting points of interest of what it.

For group of Scrum, three fundamental responsibilities are characterized as
appeared in Fig. 6. The primary task is of product owner, who chiefly is influence of
business. The second task is of SCRUM team, which includes “developers, testers and
other roles”. This team would reach client and distinguish the requirement for another
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product. Scrum Master, the third position, is in charge of keeping team concentrated on
particular objectives and assists the colleagues to solve the issue when they faced [27].

The development procedure utilizing Scrum split project into stages. In every stage,
1 element is completely developed, tested and turned out to be prepared to go to
construction. Team does not move to another stage until existing stage is completed.
Regardless of whether what is being done increase worth of procedure or not, is
fundament anxiety of every stage. Recent investigation on traditional Scrum devel-
opment have demonstrated that despites its point of interest, it is not most appropriate
for products where the attention is on ease of use [27]. It does not meet the user’s
usability needs, as product owners keep their emphasis chiefly on business issues and
disregard ease of the use. Because product owners typically originate from business
foundation, they do not have the experience, abilities and inspiration to design for user
experience. Besides traditional agile techniques are not worried about vision of user
experience, which drives design and is most important for guaranteeing an intelligible
set of user experience [25]. SCRUM has the highest usage percent as compared to other
agile methodologies [28], Table 1 below shows some parameters of SCRUM and
Traditional software development.

Fig. 6. Key roles in SCRUM [26]

Table 1. Parameters of SCRUM and traditional software development.

Parameters SCRUM Traditional

Documentation Low High
Adaptability High Low
User involvement High Low
Cost Low High
Risk Unknown risk Well understood risk
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5 Risk on Scrum

Scrum is an iterative and incremental project management method that gives a
straightforward “Inspect and Adapt”method [29]. When utilizing Scrum, the software is
conveyed in steps known as “Sprints”. A sprint begins with plans and finishes in reviews.
When using Scrum there are many risks that may happen or not, the risk are as follow:

5.1 Lack of Team Understanding

Software project managers utilize various practices to build team to encourage better team
cooperation in different Scrum meeting session. We sort those practices are following:

5.1.1 Team Meeting
Project stakeholders of Scrum groups are accumulated in a solitary area and carry out
introductory runs as a gathered group before the groups are disseminated [30]. Dis-
tributed project interests of Scrum groups are likewise assembled quarterly or every
year for few days [25]. Here Scrum groups have meeting sessions including Scrum
arranging, audit gathering, reviews [31].

5.1.2 Visit
Visits of product team among scattered sites are common practice to increase team
spirit. Product owners frequently trip seaward locales to enable increase the learning
area of project domain [32]. Arranged revolutions among disseminated colleagues
facilitate “cultural exchange, improve shared understanding, reduce miscommunica-
tion and improved distributed meeting sessions” [30]. Practices as product owners
sorting out quarterly products guide gathering are likewise successful for groups of
completely comprehend project vision and strengthen the estimation of Scrum [33].

5.1.3 Training
Practice includes “Initial Scrum training” or even a “Specialized Scrum” to clarify new
innovations issues additionally strengthens the estimation of Scrum and enhances
software stakeholder to joint effort [34].

5.2 Poor Communication

To help rich correspondence and coordinated effort condition requirement required for
Scrum, software project managers needs to give huge correspondence data transfer
capacity and solid system sustain throughout development life cycle [35].

5.3 Number of Project Personnel

A Scrum group is normally consists of five to ten people, in spite of the fact that teams
as huge as fifteen and as little as three have likewise revealed benefits. Therefore
utilizing Scrum for a group of countless work forces is thought to be a risk. It is
considerably more risky to utilize Scrum in a huge group dispersed over numerous
destinations [33].
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6 Conclusion

Agile software development has gives us numerous great effects in software devel-
opment. The most natural is enhanced quality of products, enhanced effectiveness of
developers and less mistakes makes an exceptional software product. Utilizing agile
software development methodologies positively affects both the productivity and the
quality. Scrum gives intense tools to specialized estimation, for adjusting to changing
requirement and for inspiring stakeholders. They are compelling in large part since they
urge the executing group to acknowledge responsibility for traditional managerial tasks
for example estimation and team motivation. Risk management is a crucial part for
traditional and agile methodology. Agile methodologies are generally embraced in
enterprises as software development approach, furthermore, among every agile process.
Scrum has broad request because of its various advantages.
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Abstract. In recent years, many studies have focused on software development
practices around the world. The HELENA study is an international effort to
gather quantitative data on software development practices and frameworks. In
this paper, we present the Costa Rican results of the HELENA survey. We
provide evidence of the practices and frameworks used in 51 different projects in
Costa Rica. Participants in this survey represent companies ranging from 50 or
fewer employees to companies with more than 2500 employees. Furthermore,
the industries represented in the survey include software development, system
development, IT consulting, research and development of IT services and
software development for financial institutions. Results show that Scrum, Iter-
ative Development, Kanban and Waterfall are the most used software devel-
opment frameworks in Costa Rica. However, Scrum doubles the use of
Waterfall and other methods.

Keywords: Software development approach � HELENA project
Scrum � Waterfall � Agile

1 Introduction

Many studies focused on software development practices in the past years. This
research is part of an international study on the use of hybrid development approaches
in software system development around the world called HELENA Study [1]. This
study aims to investigate the use of hybrid development approaches in software system
development in a variety of context (e.g., emerging companies, innovative sectors, and
regulated domains).

Through an online survey, we studied the current state of software and system
development. We collected data related to the development approaches (e.g., tradi-
tional, agile, mainstream, or homegrown), practices and methods. Furthermore, we
characterized each response based on both the participant and the company they rep-
resented. We also focused on the goal pursued by the companies in the definition of
their development practices.
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In this paper, we present the results of the HELENA survey in Costa Rica. We
describe the results of an online survey with 51 responses from different Costa Rican
software development companies.

Costa Rica´s software market is vast. Companies such as Intel, IBM, Boston Sci-
entific, HP, and Procter & Gamble host services and product development from this
country. Some essential characteristics of the country that favors software development
are the proximity to the US and the time difference with other service providers (e.g.,
India, China, and Brazil). Moreover, culture and high education levels allow people to
work efficiently in real-time under a tight deadline [2].

Nine percent of participants of the survey represent small companies (50 or fewer
employees), twenty-one percent are medium companies (from 50 to 250), thirty-seven
percent are large companies (from 251 to 2500), and the remaining thirty-three very
large companies (2500+). Furthermore, the industries represented in the survey include
software development, system development, IT consulting, research and development
of IT services and software development for financial institutions.

Results show that Scrum, Iterative Development, Kanban, and Waterfall are the
most used software development frameworks in Costa Rica. However, Scrum doubles
the use of Waterfall and other methods. The survey not only focuses on the application
of software development frameworks but also delves into the goals and results of using
hybrid approaches for software development.

The survey also provides information regarding the size and criticality of the
projects developed. Responses evidence that almost 15% of the software developed is
of high criticality (i.e., threatens human health or could have legal consequences for the
development company). Twenty percent of the developments directly affect services
(i.e., direct impact on clients) and the rest is of medium criticality (i.e., some kind of
financial loss or impact on the company reputation).

In general, this research provides an overall understanding of the software devel-
opment industry in Costa Rica and allows other researchers to compare and quanti-
tatively assess the differences in software practices around the world.

2 Related Work

In the past, some research focus on the combination of software development
approaches trends. West, Gilpin, Grant, and Anderson [3] described that organizations
are adopting agile through a combination approaches. Moreover, authors state that
companies develop software using a combination of Waterfall and Scrum due to a
series of governance and cultural restrictions do not allow the use of a single software
development approach.

Theocharis, Kuhrmann, Munch and Diebold [4], provided evidence that develop-
ment approaches are used in combination (i.e., agile and traditional). Furthermore,
authors mention that there is a lack of quantitative evidence about processes used
nowadays.

To address the lack of quantitative data on the use of software development
practices around the world a group of researchers conceived the HELENA project [1].
Some publications show results of the HELENA project around the world.
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Paez, Fontdevila, and Oliveros published the initial observations of software
development practices in Argentina [5]. Argentina achieved 53 data point in the
HELENA Survey. Most of these 53 data points (40%) correspond to medium size
companies (i.e., 51–250 employees) that focus on custom software development. In
Argentina, Scrum, Iterative Development, and Kanban are the most used development
methods.

Scott et al. [6], published the results of HELENA comparing Estonia and Sweden,
two highly digitalized societies but different regarding the type of software industry. As
the authors expected, many of the Estonian respondents work in small companies (11–
50 employees) while most of the Swedish respondents work in large companies (251–
2499 employees). Regarding the usage of development frameworks and methods,
Estonian responses state a clear preference for a small set of agile frameworks, with
Scrum “always used” by 58% of the respondents. Responses from Sweden also show
frequent use of Scrum, but only 8% use it always. Iterative Development, Kanban and
the Classic Waterfall Process are used as often as Scrum in Sweden.

Nakatumba-Nabende et al. [7], presented the results of the HELENA survey
comparing Sweden and Uganda focused on demographics, processes usage, and
standards. In Uganda, most of the respondents were developers. In Sweden, the most
common roles were architect and project/team managers. The main finding of this
research is that neither country adheres to one particular development model but rather
employ hybrid approaches.

Tell, Pfeiffer and Pagh, published the results of HELENA in Denmark [8] showing
that Danish respondents are mostly product managers/owners, developers, and archi-
tects. Authors also present the company size distribution, pointing out that not only
small and medium-sized enterprises are represented, but also a third of respondents
(approximately) work in large companies. Authors also indicate that traditional and
agile methods and practices are combined regardless of the company size and industry
sector. However, presented results seem to indicate that Danish enterprises might favor
a more agile development environment.

Felderer, Winkler, and Biffl [9] published the results of HELENA in Austria.
Results showed a balanced distribution of small/medium and large/very large organi-
zations. Moreover, a majority of respondents’ business areas are custom/standard and
software/system development. The main industrial sectors are financial, public sector,
medical, energy, web application, and automotive. Most participants in this survey
have more than ten years of working experience. Authors, indicate that most respon-
dents are familiar with iterative development and Scrum, while other approaches are
used if required by the customer.

3 Methods

This paper presents the results of the HELENA survey in Costa Rica. To spread the
survey in the country, a group of six researchers from the University of Costa Rica
contacted some software development groups and invited them. Moreover, two
prominent organizations that represent the country’s software development industry
invited their members. Table 1 shows the structure of the survey.
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The survey is grounded in several sources [1]. The design of the survey targets
practitioners and includes both their experiences and the companies they represent.

4 Results

This section presents the results of the HELENA survey for Costa Rica. In total, the
survey had 51 participants. First, we will describe the demographics of participants;
later we will describe the primary results addressing the applied software development
approaches and practices in Costa Rica.

4.1 Demographics

Costa Rica is a small country (51,100 km2) and around 4.8 million people. However, in
the HELENA survey we gathered 51 data points representing different people involved
in software development.

We conducted a characterization based on the company size (using as an indicator
the number of employees). Figure 1 shows the distribution of companies by size
according to the number of full-time employees and by business area. In addition,
Fig. 1 shows a combination of business area and company size.

Small companies do not participate in the System Development area or the Finance
area. However, they do have significant participation in Research & Development. It is
interesting that only large or very large companies conduct System Development.
A high percentage of the Costa Rican software industry dedicates to software devel-
opment (36%) and Consulting (31%).

Table 1. HELENA survey structure.

Section Question

Metadata Organization’s size
Organization’s business area
Development dynamics
Application domain
Participant’s role
Risks associated with software development

Process use Process and standards coverage
Development approaches and practices
Development approach selection motivation
History of the development process definition

Process use and standards Degree of use of worldwide standard activities
Process compliance assessment

Process used in the lifecycle Company’s continuous improvement culture
Motivation for the improvement programs
Goals of the improvement programs

Other Final comments and considerations
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Regarding the size of the products or projects that are developed in Costa Rica,
51% are considered very large (i.e., more than one person-years to develop), 20% are
large projects (i.e., between one person-year and six person-months) and the remaining
29% are small projects (i.e., less than six person-months). Medium, Large and Very
Large companies only conduct very large projects. Small companies, on the other hand,
participate in smaller projects. More than half the projects conducted by small com-
panies are either small or medium size projects. Even though we do not intend to
compare the results of Costa Rica with the rest of the world, this particular result differs
with HELENA results from other countries.

Respondents of the research have two main roles: 31% are managerial roles (e.g.,
Product manager, CEO or architect) and 69% are operative (e.g., developer, tester or
analyst). Additionally, 12% of participants have less than 2 years in their role, 35%

Fig. 1. Top-left: Distribution of companies by size based on the number of full-time employees.
Top-right: Distribution of companies by business area. Bottom: Combination of company
business area and size.
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have from 3 to 5 years, 20% have 6 to 10 years and 33% have more than 10 years in
their role.

Figure 2 shows the relation between the Target Domain and Company Size. We
aligned the results based on the number of responses in each category: left 26% of the
data points, right 5% of the data point. An interesting result here is that for the 9% of
companies addressing Other Information Systems (e.g., ERP or SAP) 51% are small.

The category named other (46% in the hands of Medium size companies), covers
the following domains: Games, Home Automation and Smart Buildings, Logistics and
Transportation, Media and Entertainment, Medical Devices and Health Care, Space
Systems, Telecommunication, Defense Systems and Energy.

The last characterization of the companies was by the criticality of their projects.
We asked what would be the consequence of a failure in the system. The available
responses were System Degradation, Impact Company Business and Reputation,
Financial Loss, Legal Consequences. An interesting finding is that legal consequences
are present in all sizes of companies. However, large companies significantly differ
from others in System Degradation. Financial Loss and a possible impact on the
company business is a risk in all company sizes, but it is especially important for very
large companies. An expected finding is that the bigger the company, the lower the
preoccupation on of a failure in the company reputation. Figure 3 shows a combined
analysis of company size and possible consequences of an error in the development
process.

4.2 Applied Methods and Practices in Costa Rica

This section describes the primary software development methods used in Costa Rica.
Firstly, we depict which frameworks and methods are most frequently used; secondly,
we show if the stages in the software lifecycle and different managerial tasks associated
with the software development process are traditional or agile; finally, we provide an
overview of the goals of each company to use the methods they use.

Fig. 2. Target domain by company size.

Software Development Practices in Costa Rica: A Survey 127



As it can be seen in Fig. 4, Scrum is the most used Framework/Method by far: 42%
of Costa Rican companies always use the framework and another 40% often use it.
Iterative Development, Kanban, and DevOps appear in places 2, 3 and 4 of this
classification. The Classical Waterfall Process ranks fifth, with a combined total of 44%
of the companies using it sometimes, often and always.

Figure 5 shows the type of development method used in different stages of the
development process and managerial tasks. Participants were asked if their process was
traditional or agile (and anything in between). Results show that Integration and
Testing, as well as Implementation, are mostly agile. An interesting result is that
Management and Operations are the mainly traditional (Configuration Management,
Risk Management, Project Management and Quality Management). The most balanced
stage is Transition and Operation.

Besides the used practices, participants were asked for their primary goals to decide
which practices to use or which ones to combine. The top goals mentioned were:
Improved Planning and Estimation (51%), Improved Productivity (39%), Improved
Frequency of Delivery to Customers (39%), Improved Client Involvement (39%) and
Improved Adaptability and Flexibility of the Process to React to Change (37%).

For the five mentioned goals, Costa Rican companies interpret that the usage or
combination of development approaches has generated the degrees of achievement
shown in Fig. 6. Being ten the maximum value possible (goal fully achieved) and one
the minimum value possible (not achieved at all), it can be seen that the median in all
cases is between the values seven and eight. Moreover, the third quartile for Improved
Planning and Estimation or Improved Frequency of Delivery to Customers is consid-
erably large. These findings can be interpreted as a high degree of achievement.

Other goals also mentioned by the respondents such as Improved external product
quality (35%), Improved internal artifact quality (33%), Improved project monitoring
and controlling (27%) and Improved knowledge transfer and learning (25%) also
presented high median values, but with bigger first quartiles. Therefore, the goals are
achieved but the satisfaction degree with the results is lower.

Fig. 3. Criticality of the project by company size.
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5 Discussion

The main finding of this survey is that the Costa Rican software development industry is
mainly agile in the development process and traditional in the operation management.
However, hybrid or balanced practices (a combination of agile and traditional) are
commonly used. Scrum is, by far, the most common development approach. However,
practices such as iterative development, Kanban, and DevOps are also applied.

Another interesting finding is that, even though Scrum is commonly used, extreme
Programming is almost never used. Therefore, the predilection for agile is usually
implemented using Scrum.

Small companies in Costa Rica focus on research and development. Many small
software development companies are dedicated to innovation and sell their inventions
worldwide. On the other hand, large companies dominate the finance market. Con-
sulting is a common occupation for software companies in Costa Rica; in this area, the
size of the company does not matter.

Financial services and web development are the most common areas of work for
Costa Rican software development companies. Cloud, embedded and mobile have

Fig. 4. Degree of use of frameworks and methods.
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some interest; however, none of them achieves 10% of the market (at least represented
in this survey). This result was expected because most of the software development
industry in Costa Rica provides services for companies around the world.

Even though most companies use Scrum as their development process, the main
sessions of this agile framework are not always conducted. Table 2 shows the main
sessions of Scrum and the use distribution of respondents.

Table 2 shows that almost none of the Scrum sessions are always conducted.
Moreover, some companies never do reviews. Sprint reviews are usually not conducted
because event tough the development is iterative there is no contact with the clients.
Therefore, developers do not deliver to users. Surprisingly the daily standup is
sometimes, often or always used in almost 85% of the cases.

Fig. 5. Type of software development method used in different stages of the development
process and different managerial tasks associated with the software development process.

Fig. 6. Achievement degree of top goals pursued by using or combining development
approaches.
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6 Conclusions and Future Work

In this paper, we presented the results of the HELENA survey in Costa Rica. We
focused on the usage of software development frameworks, methods, and practices.
However, this paper also contains a characterization of the Costa Rican software
development industry. Each one of the 51 responses to the survey were categorized
based on the size of the company, the business area, and the target technologies.

Agile practices seem to be widely accepted in Costa Rica. Even though traditional
and agile methods are sometimes combined, several participants stated that they usually
use Scrum and almost never use the traditional Waterfall development process.

The main limitation of this research is the threat of its external validity due to the
number of participants and the self-reporting structure of the survey for Costa Rica.
However, future work includes the analysis of HELENA results in other countries
compared with Costa Rica. These studies will provide further information to assess if
the Costa Rican results are similar to other countries around the world and allow further
analysis of the data described in this paper.
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Abstract. A controlled between-groups experiment was conducted to demon-
strate the value of human factors for process design. Twenty-four Sandia
National Laboratories employees completed a simple visual inspection task
simulating receipt inspection. The experimental group process was designed to
conform to human factors and visual inspection principles, whereas the control
group process was designed without consideration of such principles. Results
indicated the experimental group exhibited superior performance accuracy,
lower workload, and more favorable usability ratings as compared to the control
group. The study provides evidence to help human factors experts revitalize the
critical message regarding the benefits of human factors involvement for a new
generation of systems engineers.

Keywords: Human factors � Human-systems integration � Systems engineering
User-centered design � Mental workload � Usability

1 Introduction

It is well established that the discipline of human factors provides numerous benefits
throughout the product lifecycle [1–9]. Such benefits have been demonstrated through
positive examples, which highlight the value of including human factors experts early
and often throughout the lifecycle; and negative examples, which underscore the
adverse consequences of neglecting human factors [3]. Demonstrated benefits
encompass the design process itself and the subsequent operations and maintenance
phase. Design is impacted through reduced product development time and costs, by as
much as 50% [7]. As just one example, Bailey demonstrated that interfaces developed
by human factors experts had fewer design errors after a single iteration as compared to
the same interfaces developed by programmers after three to five iterations [1]. In sum,
the extra time, labor, and costs for programmers to develop an effective and usable
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product could have been saved by incorporating human factors experts from the
beginning.

The operations and maintenance phase is impacted in terms of increases in
advantageous states and reductions in detrimental states. Advantages include improved
safety, effectiveness, efficiency, productivity, and operator satisfaction [3, 7]. Positive
reductions include decreased training time and costs, accidents, error rates, mainte-
nance costs, and equipment damage [8]. One particularly noteworthy positive reduction
involves the number of errors requiring resolution during operations and maintenance,
attributable explicitly to investing in human factors early in design. First, errors can be
30 to 1500 times costlier to correct in operations and maintenance as compared to early
design phases [10]. Second, up to 67% of operations and maintenance costs stem from
modifications to resolve operator dissatisfaction with the original system [11]. Ulti-
mately, a large portion of detrimental impacts associated with error cost escalation
could be avoided with proper attention to human factors during design.

Some benefits such as productivity can be expressed in quantitative cost savings;
other less tangible benefits such as improved operator attitudes may be difficult to
measure and quantify, but nevertheless have a positive influence. In a review of 24
human factors projects, Hendrick concluded that human factors has a direct cost benefit
of 1:10+, with a typical payback period of 6 to 24 months [5]. He further inferred that
earlier incorporation of human factors translates into even lower costs and greater
benefits.

Despite a proven record of success, human factors experts continue to face chal-
lenges convincing personnel outside their field. Namely, “inadequate consideration of
human factors engineering issues is a familiar problem…issues are not expressly
considered, they are considered but their importance is underestimated, or they are
considered too late in the design process” (p. 1) [7]. Hence, there is an ongoing need for
evidence documenting the benefits of human factors.

1.1 Previous Research

Much of this ongoing evidence is derived from reactive case studies of fielded systems
exhibiting signs of trouble, due to failure to properly include human factors during
development. As one example of this approach, Sen and Yeow analyzed an existing
electronic motherboard that suffered from 70% rejects, leading to low productivity and
an overall loss at the factory [12]. Human factors interventions reduced fabrication time
from six to two shifts, eliminated rejects, reduced repairs, improved lost business, and
saved the factory approximately $582k per year. In a similar reactive study, Yeow and
Sen investigated a failing inspection process at a printed circuit assembly factory that
caused an annual rejection cost of nearly $300k, poor quality, customer dissatisfaction,
and operator occupational safety and health issues [13]. Human factors interventions
resolved three primary issues encompassing operator eye problems, insufficient time
for inspection, and ineffective visual inspection processes; reduced customer site
defects by 2.5%; improved customer satisfaction; and saved the factory over $250k per
year.

While such reactive case studies are informative, they lack the rigor of controlled
experiments to draw definitive conclusions about causality. To be sure, some
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researchers have conducted controlled experiments comparing “old designs” (without
human factors involvement) and “new designs” (with human factors involvement) to
provide additional confidence in the results from reactive studies. In one such study, a
computer-telephony product developed without human factors engineers was compared
to a version redesigned by human factors experts [14]. Participants using the new
design rated overall ease of use more highly and successfully completed more tasks
than participants using the old design. In a similar experiment, novice users had faster
performance, fewer errors, and lower workload when programming doctors’ orders in a
patient-controlled analgesia machine interface redesigned to conform to human factors
principles [15]. Another study demonstrated that applying human factors principles for
the redesign of a medication alert interface improved performance time and usability,
while reducing prescriber workload and prescribing errors [16].

1.2 Objectives of the Present Study

While some studies employed controlled experiments, their basis was still firmly rooted
in reactive investigation of existing flawed systems designed with little or no human
factors involvement. Further, existing research focused primarily on product or inter-
face design, not process design. Finally, even experimental comparisons of old and new
designs have been scarce since the 1990s. Most current human factors research
implicitly attests to the value of human factors, but it is not typically an explicit goal.
The present study was designed to fill these gaps and revitalize the message regarding
the benefits of human factors for a new generation of systems engineers.

Toward that end, a controlled experiment was conducted to demonstrate the value
of human factors for process design, using a visual inspection task designed with
adherence to common human factors principles (experimental group) and without
(control group). It was hypothesized the experimental group would perform more
accurately and quickly, with lower workload, and higher usability ratings.

2 Methodology

2.1 Participants

Participants were 24 employees (14 males) at Sandia National Laboratories who
responded to an advertisement in the Sandia Daily News. They ranged in age from their
twenties to their sixties, with 42% of participants in their thirties.

2.2 Design

A between-groups design was used. The experimental group task was designed to
conform to human factors principles, whereas the control group task was designed
without consideration of human factors principles. The task simulated a receipt
inspection process wherein a lot of vendor parts is visually inspected to accept quality
parts and remove flawed items, based on pre-defined defects that might impact func-
tionality during subsequent operations. Visual inspection is a difficult task susceptible
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to human error if not designed in accordance with human factors principles and
research lessons learned [17, 18].

To eliminate requirements for prior experience and minimize participant training,
parts for inspection in the present study consisted of 350 tiles from the Hasbro, Inc.
Scrabble game. Acceptable parts contained any one of six different Roman characters,
and rejectable parts contained any one of four different Cyrillic characters. The
inspector’s task was to sort the tiles by acceptability and letter type, count the quantities
of each letter type, and calculate vendor fees. Fees were calculated using the number on
each tile to represent its dollar value. The product of value and quantity equaled the
total dollar amount for each letter type, constituting either an amount to pay (acceptable
parts) or charge (rejectable parts) the vendor. To simulate the low defect rates typically
seen in visual inspection, only 15 tiles (4%) were rejectable [18].

Tasks were designed with and without adherence to general human factors and
specific visual inspection principles and confirmed through independent heuristic
evaluations. Accordingly, the experimental group task was structured to accommodate
the range of participant physical dimensions and preferences and to facilitate all
components of the process (sort, count, and derive fees) to maximize accuracy, speed,
and usability and minimize workload. The control group task provided the minimum
tools necessary to complete the task, without consideration of usability or user pref-
erences. Every effort was made to avoid intentionally exaggerating task difficulty in the
control group (i.e., to prevent artificially biasing outcomes in favor of the experimental
group). Toward that end, control group process design was grounded in issues com-
monly reported in the research literature.

2.3 Procedure

The experiment occurred in a private enclosed office with two sit-stand tables that
provided a large adjustable workspace for task completion. Each participant individ-
ually completed a session lasting approximately 1.3 h. Participants were randomly
assigned to the experimental or control group, with 12 participants per group. The
experimenter described the purpose of receipt inspection and reviewed the work
instruction, informing participants that both task speed and accuracy were important.
Participants practiced the inspection task by first verbally providing inspection deci-
sions for five tiles and identifying their values, uniformly achieving 100% accuracy.
Next, participants completed the entire inspection process with a set of 20 tiles. The
structure of the practice session was congruent with the experimental and control group
process designs in terms of incorporation of human factors and visual inspection
principles. Ninety-two percent of participants achieved 100% accuracy. The experi-
menter reviewed any errors before the main task began.

Before starting the main task, experimental group participants had an opportunity to
customize their workspace. Customization included the ability to change the heights of
the sit-stand tables to support a preference for sitting or standing during the task and
arrange the sorting and counting trays in the workspace. Control group participants
were informed they could use any of the available workspace to compete the task, but
were not offered customization options.
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During the main task, the experimenter remained in the room to document
observations for post-session interviews. All participants received a single bin con-
taining the lot of tiles for inspection in a random arrangement. At that time, they were
informed the entire task takes approximately 20 min, a benchmark based on pilot
testing and designed to amplify task demand. Experimental group participants used
labeled trays with numbered and color-coded slots to sort and categorize tiles. Control
group participants received only the bin containing the lot of tiles for inspection and
had to develop their own methods to sort and categorize tiles within the available
workspace (Fig. 1). Control group techniques included sorting tiles into rows, columns,
piles, or vertical stacks according to letter type.

Following sorting and categorization, participants calculated vendor fees. Experi-
mental group participants used electronic forms pre-populated with letter type and tile
values as well as built-in formulas to automatically calculate totals, based on tile
quantity entries. Control group participants manually recorded letter types, tile values,
and quantities on paper forms and computed totals with a handheld calculator. Three
primary elements on the forms supported subsequent analyses of task accuracy: tile
values, quantities, and dollar amounts (Fig. 2).

Experimental Group Control Group

Fig. 1. Experimental and control group sorting techniques.

Experimental Group Control Group

Fig. 2. Experimental and control group data entry forms for acceptable tiles.

Convincing Systems Engineers to Use Human Factors During Process Design 137



At the end of the task, participants provided NASA-TLX workload ratings [19] and
rated inspection task ease of completion, amount of time, and task work instructions on
a usability scale ranging from Strongly Disagree (1) to Strongly Agree (7) [20]. Before
concluding the session, the experimenter interviewed participants to gain insight into
their thought processes throughout the experiment, collect subjective descriptions of
any errors that occurred, and discuss experimenter observations.

3 Results

Incorporating human factors in process design led to superior performance accuracy,
lower workload, and more favorable usability ratings in the experimental group as
compared to the control group. The experimental group process design promoted more
uniform task approaches among participants, effectively reducing process variation and
mitigating or eliminating errors observed in the control group.

3.1 Task Accuracy and Speed

Task Accuracy. Accuracy was addressed by examining errors recording tile values,
quantities, and dollar amounts. For acceptable tiles, differences emerged between the
two groups only for quantities and dollar amounts (Table 1). Control group participants
either miscounted acceptable tiles or mistakenly categorized a rejectable letter type as
acceptable. These quantity errors led to under payments, ranging from $44 to $98, and
over payments of up to $24. The single experimental group error resulted from a simple
miscount, which led to a $5 over payment. None of the differences in accuracy was
statistically significant.

For rejectable tiles, errors in tile values, quantities, and dollar amounts were con-
fined to the control group (Table 2). Value errors occurred when value and quantity
entries for a single tile were transposed. Rejectable quantities were all under-recorded
by 1 to 3 tiles due to the transposition error, misclassifying one rejectable tile type as

Table 1. Acceptable tile accuracy results.

Dependent
variable

Group Incorrect
responses

Statistical significance

Tile values Experimental 0 Dependent variable is a constant; no
statistics computedControl 0

Quantitiesa Experimental 1 p = .295, Fisher’s exact test, one-tailed
Control 3

Dollar
amounts

Experimental 1 p = .077, Fisher’s exact test, one-tailed
Control 5

aSignal detection theory analysis was not possible due to zero false alarms in the experimental
group.
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acceptable, and miscounting tiles. All four dollar amount errors consisted of under-
charging, ranging from $2 to $24. Differences in accuracy for quantities and dollar
amounts were statistically significant.

Task Speed. With respect to task completion time, the experimental group averaged
25 min (SD = 6), while the control group averaged 26 min (SD = 3). This difference
was not statistically significant, F(1, 22) = .222, p = .642, 95% CI of the difference
[−3, 5], d = .21.

Error Analysis. Accuracy differences can also be understood by analyzing the
specific types of errors that occurred. Eleven types of errors were observed in the
present study, all of which occurred in the control group (Table 3). The experimental
group process design mitigated or prevented each error. Apart from miscounts, all
errors were prevented in the experimental group. The experimental group setup min-
imized miscounting, as evidenced by an overall reduction in quantity errors from seven
(control group) to one (experimental group), but did not completely prevent
miscounting.

The failure types in Table 3 can further be interpreted with respect to Reason’s four
categories of errors: slips, lapses, mistakes, and violations [21]. In the present study,
violations or intentional inappropriate acts were not observed; however, the remaining
three error types did occur, primarily in the control group. For example, slips took the
form of incorrectly recording a calculated dollar amount of $49 as $4 on paper. Slips
occur when an action is taken, but it is not the action the individual intended. Forgetting
to record the date and lot number on the control group paper form is an example of a
lapse, wherein individuals forget to perform an activity they meant to accomplish.
Incorrect categorizations represent mistakes—people perform the act they intended, but
the act itself is inappropriate. In particular, some control group participants incorrectly
categorized a rejectable tile type as acceptable, due to work instruction ambiguity. The
experimental group process design successfully mitigated or prevented the three cat-
egories of errors that occurred in the control group.

Reductions in Variability. Impacts of human factors interventions in the experi-
mental group can additionally be considered in terms of reductions in variability. First,
the experimental group exhibited a smaller number and variety of errors during task
completion as compared to the control group (Table 3). The experimental group work

Table 2. Rejectable tile accuracy results.

Dependent
variable

Group Incorrect
responses

Statistical significance

Tile values Experimental 0 p = .500, Fisher’s exact test, one-
tailedControl 1

Quantities Experimental 0 p = .047, Fisher’s exact test, one-
tailedControl 4

Dollar amounts Experimental 0 p = .047, Fisher’s exact test, one-
tailedControl 4
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instruction and tools prompted a more consistent, uniform approach and mitigated or
eliminated the types of errors observed in the control group. Second, standard devia-
tions were lower in the experimental group for 10 of 11 key dependent variables, and 7
of the differences were statistically significant (Table 4). Reduced standard deviations
signify the process design minimized individual differences that contribute to process
variation and hinder consistency in manufacturing.

3.2 Workload

The average global weighted NASA-TLX score was 14.9 (SD = 7.9) in the experi-
mental group and 26.4 (SD = 14.2) in the control group. The mean difference was
statistically significant, F(1, 22) = 6.03, p = .022, 95% CI of the difference [1.6, 21.4],
d = 1.0. Control group participant comments revealed that devising an efficient sorting

Table 3. Control group errors and experimental group mitigations.

Observed error Control group instantiation Experimental group mitigation

Miscounts Tiles placed into piles or
groupings prone to
miscounting

Sorting trays contained multiple slots,
each holding five tiles, to minimize
miscounting

Miscategorizations Rejectable tiles incorrectly
categorized as acceptable

Work instruction and sorting trays
contained photos of acceptable and
rejectable tile types

Incorrect tile
values

Tile values entered
incorrectly on paper form

Electronic spreadsheet was pre-
populated with static information such
as tile values

Miscalculations Dollar amounts calculated
and recorded incorrectly
on paper

Electronic spreadsheet automatically
calculated dollar amounts

Overturned tiles Stacks of sorted tiles
bumped while inspecting
remaining tiles

Sorting trays contained inspected tiles
separate from unsorted tiles

Missing entries Study ID, date, and lot
number fields left blank

Electronic spreadsheet was pre-
populated with this information

Scratchouts Incorrect entries scratched
out or overwritten

Changes made in the electronic form
replaced existing entries

Handwriting Handwriting sometimes
ambiguous and open to
interpretation

Electronic spreadsheet used only legible
typewritten entries

Space allocation Amount of space required
to sort 350 tiles not well
planned

Sorting trays held all 350 tiles, requiring
an identifiable amount of table space

Re-counting Tiles in configurations that
did not support re-counting

Numbered and divided slots facilitated
re-counting and count verification

End state Tile groupings not
conducive to transfer for
follow-on work

Sorting trays also served as a convenient
mechanism to transfer tiles for next
level of work
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and counting method (while striving to meet the 20-min completion time) and per-
forming manual counts and calculations were two primary challenges that increased
demand. Three control group participants indicated that sorting tiles without bins and
using a calculator with small buttons also added to the demand. Indeed, ratings for all
six NASA-TLX subscales were higher in the control group as compared to the
experimental group (Fig. 3). However, one-way ANOVAs of each workload dimen-
sion indicated that none of the differences was statistically significant (p > .05).

Table 4. Experimental and control group standard deviations for key dependent variables.

Dependent variable Mean (SD)
Experimental Control

Acceptable quantity recorded* 335.08 (.29) 335.50 (1.0)
Acceptable dollar amount recorded* $433.42 ($1.44) $419.25 ($37.27)
Acceptable percent correct* 100.0% (0.00%) 99.9% (.29%)
Rejectable quantity recorded* 15.00 (0.00) 14.33 (1.16)
Rejectable dollar amount recorded* $58.00 ($0.00) $53.00 ($9.32)
Rejectable percent correct* 100.0% (0.0%) 95.6% (7.7%)
Task duration 25 min (6 min) 26 min (3 min)
NASA-TLX global workload* 14.9 (7.9) 26.4 (14.2)
Ease of completion usability rating 6.7 (.65) 6.0 (1.09)
Amount of time usability rating 6.3 (.62) 5.8 (1.03)
Work instructions usability rating 6.8 (.39) 6.7 (.65)

*p < .05, Levene’s test for equality of variances
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Fig. 3. Mean NASA-TLX subscale scores in the experimental and control groups. Error bars
represent standard errors.

Convincing Systems Engineers to Use Human Factors During Process Design 141



3.3 Usability Ratings

In accordance with the approach used by Walkenstein and Eisenberg, a criterion was
established specifying the process would be deemed usable if 80% of participants
provided ratings of 6 or 7 for all three usability items [14]. This criterion was met in the
experimental group (92%), but not the control group (67%). In fact, experimental group
participants did not have any ratings below 5. In contrast, control group participants
assigned ratings as low as 4 and used more ratings of 5 than the experimental group.

4 Discussion

The value of human factors was demonstrated in a controlled between-groups exper-
iment for a simple visual inspection process. The experimental group achieved greater
performance accuracy, with reduced workload and more favorable usability ratings, as
compared to the control group. Such improvements stemmed from applying a user-
centered design approach for the experimental group that focused on thorough con-
sideration of general human factors and specific visual inspection principles. The result
was a more efficient and usable process for the experimental group that lends itself well
to follow-on manufacturing steps and analysis. For example, use of electronic
spreadsheets to enter inspection outcomes resulted in legible records for archiving and
future analysis, with none of the scratchouts or writeovers observed in the control
group (refer to Fig. 2). Further, the experimental group process design resulted in an
end state configuration suitable for the next level of processing (refer to Fig. 1). By
contrast, control group participants concluded the task with rows, columns, piles, or
vertical stacks of tiles scattered across the table.

In a realistic manufacturing process, inspected parts must be organized to support
subsequent processing, either installation in the next level of assembly (acceptable
parts) or preparation for analysis and troubleshooting (rejectable parts). In the present
study, this step was incorporated into the experimental group process via sorting bins
and trays; however, this step was not specifically required in the control group. At a
minimum, depositing tiles into separate bins after sorting was done would have not
only prolonged completion time for the control group but also increased opportunities
for error. In effect, although task completion time differences were not statistically
significant, the experimental group was ultimately faster since the control group would
still have to complete the final step.

4.1 Process Variation Reduction

Observed improvements in the present study were possible because the experimental
group process design promoted more uniform task approaches among participants,
effectively reducing process variation and mitigating or eliminating errors observed in
the control group. Specifically, the observed number and variety of errors as well as
standard deviations for most dependent variables were smaller in the experimental
group as compared to the control group. Such differences indicate the process design,
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including the work instruction and tools, reduced individual differences in experimental
group task approaches.

This reduction in process variation implies that including human factors during
design can generate a consistent, repeatable manufacturing process by focusing on
human factors for the visual inspection component of the manufacturing process.
Understanding and reducing process variation in all components of the manufacturing
process is critical. Excess variation at any point can increase scrap and rework, require
additional inspections, impair functionality, and reduce reliability and durability [22].

4.2 Limitations and Directions for Future Research

The magnitude of effects in the present study was limited by inspection task simplicity,
as evidenced in part by performance accuracy ceiling effects for acceptable tiles. This
outcome was the result of applying a simple inspection criterion based on a single tile
feature (character on the tile). In reality, receipt inspection typically involves simul-
taneous inspection for numerous defect types such as scratches, dents, and discol-
orations. Inspection only becomes more difficult as the number of different defect types
increases, magnifying task demand and reducing performance accuracy [18]. Thus,
additional differences between the experimental and control groups might have
occurred in the current study with a more complex inspection task.

Future research might focus on designing a more complex process to increase task
demands, while striving to minimize the amount of required participant training and
preparation. Human error and workload tend to increase as task complexity increases,
while usability can become degraded [23]. Therefore, a more complex task should
generate more robust impacts in performance, workload, and usability and simulta-
neously enhance ecological validity. At the same time, however, any task should be
simple enough to minimize requirements for specialized skills and training, accom-
modating the general population and reducing participant time burdens.

4.3 Conclusions

In summary, if the incorporation of human factors can make a difference in a simple
task such as that used in the present study, even greater benefits might be expected to
accrue for more complex products and processes. In effect, designing a task simply by
using available tools, without true consideration of the human in the system, might
yield a workable process, but not an optimal process that promotes effectiveness,
reduces workload, and enhances usability. Systems engineers and other non-human
factors practitioners may periodically require current, relevant evidence to help con-
vince them that human factors issues must be expressly considered early and often
throughout the lifecycle. To paraphrase Walkenstein and Eisenberg, experimental
results such as these help demonstrate the value and need of involving human factors
engineering in the design and development process and making it an integral part of
that process [14].
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Abstract. In the paper, the knowledge management model based on the orig-
inal idea of the enterprise ontology is presented. This model is the basis of
construction of the Knowledge Based Decision Support System (KB DSS) for
evaluation of situation of enterprises in the SME sector. In the model, the SECI
model of knowledge creation proposed by I. Nonaka and H. Takeuchi is applied.
The model consists of a cycle of creating evaluation of situation of enterprises in
the potential-risk space of activity. To design the enterprise ontology, ideas of
Polish philosophers (J. Bochenski and R. Ingarden) are applied. Taxonomies of
classes of the enterprise potential and risk are presented in the OWL language
(the Protege editor). The KB DSS architecture is consistent with the Case Based
Reasoning (CBR) methodology.

Keywords: Enterprise ontology � KB DSS system � CBR methodology
SECI model of knowledge creation

1 Introduction

Design of Knowledge Based Decision Support Systems (KB DSS) [1] requires a
solution to the problem of knowledge representation including the process of knowl-
edge creation. For this purpose, a properly selected concept structure (ontology) can be
used. It enables us to cover the knowledge in the process of its formation and a
respectively constructed cycle of knowledge creation. One of the knowledge creation
models in organizations is the SECI model proposed Nonaka and Takeuchi [2]. A cycle
of the knowledge conversion consists of four knowledge dimensions: socialization
(tacit to tacit knowledge conversion), externalization (tacit to explicit knowledge
conversion), combination (explicit to explicit knowledge conversion), internalization
(explicit to tacit knowledge conversion). Bandera et al. [3] carried out research on
application of particular processes of the SECI model in the SME enterprises. They
have demonstrated a greater importance of the internalization process than an impor-
tance of the externalization and combination processes in the start-up enterprises cat-
egory. This is related to the rapid process of incubation of such enterprises and
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intellectual property protection. In each process of the SECI model, the knowledge
should be properly included and recorded. There is a lack of recommendations for
operationalization of each of the processes in the SECI model. Figueiredo and Pereira
[4] presented a process of knowledge creation from data in the following stages: data
selection (data ! target data), data preprocessing (target data ! preprocessed data),
data transformation (preprocessed data ! target data), data mining (target
data ! patterns/models), interpretation/evaluation (patterns/models ! knowledge).

Assessment of the proposed knowledge management model can be made on the
basis of a set of requirements formulated by Ale et al. [5]. Those requirements cor-
respond to a holistic view of knowledge management:

Requirement I: The knowledge management model should be convergent with the
strategy of the organization.

Requirement II: The knowledge should be the strategic asset of the organization.
Requirement III: The model should include the process knowledge management in

the organization.
Requirement IV: The model should include four categories of the knowledge

management cycle: knowledge creation, knowledge communication, knowledge rep-
resentation, and knowledge review.

Requirement V: The model should include the process of knowledge distribution in
the organization (including creation of the knowledge repository).

Requirement VI: The model should take into consideration the social aspect (tacit
knowledge transfer) and the technological aspect (declarative and procedural
knowledge).

Requirement VII: The model should take into consideration the changes in the
culture of the organization (using information systems).

The knowledge management model presented in the paper is created in terms of
construction of the early-warning system for SME enterprises. This system is a
knowledge repository as a key asset for enterprises. The vast majority of early-warning
systems uses models related to prediction of bankruptcy. These models are based on
research on statistical and machine learning methods. To build models using data in the
form of indexes, mainly financial (profitability, fluency, capital structure, debt and
others) are used. These indexes are calculated on the basis of historical financial
reports. In SME enterprises, often, there is a lack of historical data, due to the short
period of operation (the start-up enterprises category) as well as due to the simplified
accounting of financial operations. In the proposed model, data are collected in the
process of knowledge externalization (from tacit to explicit) by experts who assess
business in certain ranges of strategic objectives.

To formalize the tacit knowledge, the model of knowledge representation, based on
the original enterprise ontology, has been designed. A key aspect of creation of this
ontology is a reference to conceptualization covered in the Ingarden’s formal ontology
as well as in the Bochenski’s enterprise ontology [6]. To build the so-called applied
ontologies, philosophical ideas are used as well. The most famous reference model is
the BWW model proposed by Wand and Weber [7] using the Bunge’s ontology. In the
data model of information systems, Milton and Kazimierczak [8] use the conceptual
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apparatus of the Chisholm’s philosophy. Dietz [9], in the enterprise ontology, uses the
Wittgeinsten’s ideas. In construction of the high-level ontology BFO [10], B. Smith
uses ideas proposed by S. Lesniewski, the founder of mereology. The essence of ideas
adopted in philosophical ontologies is to determine beings, which are subjects of
cognitive processes, as a triple: subject, fact, object.

The presented knowledge management model generates the new knowledge in the
form of recommendations for one of the four variants of enterprise competence
assessment in competence potential – risk spaces: A1 (low potential/high risk), A2
(high potential/high risk), A3 (high potential/low risk), A4 (low potential/low risk).

Recommendations are automatically generated in the KM DSS system using
aggregation of grades. For aggregation, multi-criteria decision making methods are
used: AHP [11], EUCLID, Electre TRI [12]. To calculate threshold parameters in
sorting models, the EUCLID method, proposed by Tavana [13], is used. This method
requires data from an experiment conducted on a proper sample. Research on a sample
of 220 Polish SME enterprises from Podkarpackie and Lubelskie voivodships was
conducted by the author with a group of experts.

The so-called score trajectories according to metaphors defined by Argenti [14] are
assigned to particular recommendations. Trajectories are characteristic patterns of
particular results of the enterprise, for example, EBIDTA, EVA, etc., as functions of
time. Recommendations related to assessment of enterprise competences and trajectory
patterns are representations of cases in the CBR methodology [15]. This methodology
is used in retrieving and modification of cases.

Fig. 1. The knowledge management model.
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2 Knowledge Management Model Based on the Enterprise
Ontology

In [29–35], we have presented an original view of the cycle of knowledge creation in
the system for assessment of enterprise competences that is the Knowledge Based
Decision Support System. The proposed knowledge management model is shown in
Fig. 1.

The presented knowledge management model includes three main elements:

1. Enterprise ontology – a diagnostic approach.
2. Model for assessment of enterprise competences.
3. Representation of cases in the KB DSS system according to the CBR methodology.

Knowledge representation in the form of ontology is of a multi-aspect character.
The first aspect concerns selection of theory which delivers the conceptual apparatus
for defining particular beings. The second aspect concerns defining particular stages of
the knowledge creation process with respect to concepts from domain ontology (the
enterprise ontology). The third aspect is the adoption of such a representation of
knowledge which leads to aggregation of assessment and expert opinion for indexation
of cases in the CBR system.

The enterprise ontology proposed by the author is focused on a diagnostic aspect
concerning assessment of enterprise competences. Enterprise competences are evalu-
ated in two categories: the potential for activities and the risk of activities.

A base for distinguishing particular categories of the ontology is the enterprise
model proposed by J.M. Bochenski. He considered an enterprise as a system consisting
of internal and external elements. The internal elements include: capital, work and
invention. The external elements include: customers, region and country. The author,
according to the Bochenski’s model, distinguishes five elements of an enterprise:
capital potential, stakeholder potential, innovation and investment potential, relation-
ship potential – neighborhood, relationship potential – surroundings. The capital
potential is crucial in financing assets of enterprises, especially those of the nature of
development projects (R&D), implementation projects and investment projects. In this
kind of potential, the so-called structural capital, that is the component of intellectual
capital, is included. Structural capital is formed by the ERP systems, the CRM systems,
etc. The stakeholder potential is the result of synergy among different groups: the
owners, managers, employees, experts, customers, sub-suppliers. The innovation and
investment potential includes organizational assets concerning project management,
process management and knowledge management. The relationship potential –

neighborhood is the result of the influence of the policy of council organizations, non-
governmental organizations (NGO), etc., on the sustainable development strategy. An
enterprise should be also seen from the point of view of the risk of activities. A model,
that is implemented by the author for defining the enterprise in terms of both the
developmental potential and the risk of activities, is theory of object proposed by
Ingarden [16]. An individual object is defined by the subject of properties as well as
state of thing: positive and negative. State of thing is a function assigning properties to
the object determined by the external subject of action. A positive state includes a
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statement of the real fact, where as a negative state concerns expression of what the
object is not. The characteristic feature of the Ingarden’s approach is the constitutive
nature of the object. It is a matter which fully defines the object. The next element is the
way of existence of the object (X is the self-contained being, X is the non-self-
contained being, X is the primitive being, X is the secondary being, X is the inde-
pendent being, X is the dependent being).

In analogy to concepts defining the individual object, the author proposes a set of
concepts determining an enterprise:

object:=enterprise
subject:= competence system 
positive state of thing:=assessment of potential 
negative state of thing:=assessment of risk
property:=expert evaluation 
constitutive nature:=pattern of enterprise according to Argenti
way of existence:=enterprise legal form  (charter)

The competence system is expressed by assessment of the enterprise potentials as
well as assessment of the risk of activities. Figure 2 shows the taxonomy of the
particular kinds of enterprise potentials and risks of activities.

The model for assessment of enterprise competences is defined in a set of processes
of externalization, combination and internalization (see Fig. 3). We assume that dif-
ferent experts can be authorized for each set of the enterprise competence analysis.
Their task is to assess potentials and risks of activities. Experts can have data con-
cerning the availability or unavailability of adequate resources (staff, machinery,
technology, IT systems, capital). These resources should be recorded in a database
system, e.g., ERP, CRM. Data should be gathered from the systems using proper
queries formulated in the SQL or SPARQL language. A crucial system for gathering
data is the BSC (Balanced Scorecard) system [17]. This system allows us to obtain data
about indexes of strategic objectives.

Fig. 2. A list of the main classes of the enterprise ontology in the Protege editor.
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Assessment of the enterprise potential is made by the expert on the basis of
comparison of resource states (human, tangible, intangible) and effects of activities
(profits) in the considered range of the potential with the target resource states deter-
mined by indexes of the strategy prepared by means of the BSC (Balanced Scorecard)
method. The expert can use the AHP method and the EXPERT CHOICE software
assuming a proper set of criteria for each range. Analogously, the expert makes
assessment of the risk of activities on the basis of comparison of planned resource
states and effects of activities with a pessimistic state caused by threats (losses).

Grades of assessment of the enterprise potential and risk are numbers from the
interval [0, 1]. The task of the expert is to extract the tacit knowledge about the
enterprise potential and about the degree of risk. The expert brings his/her own
experience from identification of potentials and risks of different enterprises into the
assessment process. In case of a large number of enterprises, assessment is made by a
group of experts, exchanging knowledge and experiences and analyzing different
cases.

It is necessary to aggregate grades due to the fact that the presented ontology
includes five main categories of the enterprise potential and five main categories of the
enterprise risk as well as in each category there are distinguished lists of ranges for
assessment. A convenient method of aggregation with the possibility of specifying the
sorting classes is EUCLID. The author presented precise calculation procedures in [31].
On the basis of those procedures, four classes are determined:

I - threat class (low potential, high risk),
II - warning class due to the high risk,

Fig. 3. A model of processes of enterprise competence assessment.
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III - good condition class (high potential, low risk),
IV - warning class due to the low potential.

Sorting parameters for these classes are simultaneously the knowledge extracted in
the process of assessment generalization from the research sample. In the experiment
carried out under the EQUAL Programme in the University of Management and
Administration in Zamość, a group of 12 experts made assessment of 220 SME
enterprises. Values of particular thresholds of identification of classes for five spaces
were determined:

1. Capital potential – Financial risk.
2. Investment potential – Investment risk.
3. Stakeholder potential – Stakeholder cost risk.
4. Relationship potential - neighborhood – Relationship risk - neighborhood.
5. Relationship potential - surroundings – Relationship risk - surroundings.

The ELECTRE TRI method enables us to aggregate positions of an enterprise in
each potential – risk space to one position in a generalized space: generalized potential
– generalized risk. It is an effect of the combination process of the SECI model, i.e.,
knowledge conversion from explicit (expert grades) to explicit after processing (sorting
model to classes of knowledge about the enterprise state).

The next process of the SECI model is the internalization process, i.e., knowledge
conversion from explicit to tacit. It is the process connected to experience and a hidden
form of information (symbols, metaphors, characteristic patterns of behavior, etc.). In
the enterprise analysis, we can use characteristic patterns of enterprise results. Argenti
in [14] presented an idea of three patterns of enterprise bankruptcy. Richardson et al.
[18] extended those patterns and determined them using metaphors concerning frog
behavior: bullfrog, drowned frog, boiled frog, tadpole (see Fig. 4). Figure 5 shows
characteristics of results as a function of time according to Argenti’s patterns. As a
result in the case base of the presented system, selling income was selected. We can use
other results, e.g., net profit, EBITDA, EBIT, EVA, CF, total assets. etc.

Fig. 4. The characteristics of results as a function of time according to [18].
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In the case base of the KB DSS system based on the CBR methodology, an
individual enterprise is represented by the set of indexes shown in Fig. 5.

In [29, 30], the author presented the architecture of the SOK-P1 system, which
realizes the process of knowledge externalization, combination and internalization. The
fourth element of the knowledge creation cycle according to the SECI model is the
socialization process (tacit knowledge ! tacit knowledge). This process is realized as
retrieval and modification of cases recorded in the case base. The users can analyze a
relationship between assessment of the enterprise state that is indexed by a position in
particular potential – risk spaces and the Argenti’s pattern that is of prognostic
character.

3 Conclusions

In the paper, the knowledge management model based on the original enterprise
ontology has been presented. This ontology is of a diagnostic character. It includes a
structure of concepts necessary for assessment of an enterprise in the potential – risk
space. The model fulfills requirements presented at the beginning.

Requirement I: The model is convergent with the organization strategy. In the
assessment process, experts use data from strategic documents of an enterprise, espe-
cially from the balanced scorecard (BSC). In particular ranges of the enterprise
potential and risk, discrepancies between assumed values of indexes of strategic
objectives and actual values of indexes achieved during assessment are analyzed.

Requirement II: The presented model is a base for the design of the early warning
system in an enterprise, which is a strategic asset of the organization.

Requirement III: The model includes data analysis process strategic for the orga-
nization, needed for particular stages of extraction of the knowledge about the enter-
prise state. Data are gathered from the ERP, CRM and BSC systems.

Requirement IV: The model consists of three categories of the knowledge con-
version cycle: knowledge creation (generation of assessment of the enterprise potential
and risk and aggregation of grades to indexes of the enterprise state), knowledge
communication (presenting characteristic patterns of results according to the Argenti’s
models), knowledge representation and review (the designed system enables us to view
and interpret results).

Requirement V: The model includes the case base which enables us to distribute the
knowledge to particular users (stakeholders of an enterprise).

Fig. 5. Index of individual enterprise
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Requirement VI: The model is based on the SECI idea covering the knowledge
conversion cycle. The presented enterprise ontology enables us to represent the tacit
knowledge in the form of assessment of the potential and risk of enterprise activities.

Requirement VII: Particular taxonomies of assessment of the enterprise potential
and risk are included in the OWL language and recorded using the Protege editor. It
enables us to put corrections depending on changes in the culture of the organization.

The modern trend in the design of the KB DSS systems is to use semantic web
analysis tools [19]. The key language for recording knowledge conceptualization is the
OWL (Web Ontology Language) language [20]. A number of editors was designed to
define domain and applied ontologies, e.g., Protege [21], Top Braid Composer [22].
The semantic web technologies allow us to design ontologically oriented decision
support systems OB DSS (Ontology-based Decision Support Systems) [23] as well as
ontologically oriented recommender systems OB RS (Ontology-based Recommender
Systems) [24]. The author is developing the presented model towards the use of the
myCBR and jCOLIBRI software, which are based on the CBR methodology.

The myCBR software was designed in the German Research Center for AI: DFKI.
The myCBR web page [25] includes installation instructions and system documenta-
tion together with presentations. The software is developed by T. Roth-Berghofer. The
myCBR software includes the editor for defining cases according to principles of
creating taxonomy in a descriptive logic (DL) format. It also includes the editor for
defining and analyzing similarity measures used to retrieve cases in the process of
reasoning by analogy in the CBR cycle. Several recommender systems designed on the
basis of the myCBR software is analyzed in the Sauer’s Ph.D. thesis [26].

An alternative system to the reasoning process according to the CBR methodology
is the jCOLIBRI2 [27] system developed in Facultad de Informatica, Universidad
Complutense de Madrid [28]. The system is adopted to the text analysis in natural
language. The engine of the system is based on the kNN algorithm. The system
includes all of the elements of the CBR cycle: retrieve (review of cases), reuse (strategy
of matching a case to the query or to the current feature signature of a new case),
revision (introducing changes to the current case), retain (introducing a new case to the
case base).
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Abstract. Advances in Artificial Intelligence (AI) are raising important ques-
tions for companies, employees, consumers and policy makers. Researchers
predict that intelligent machine will outperform humans in a wide range of tasks
in the coming decade. Our purpose is to re-define the role of AI technologies and
their relationship with people by re-thinking the concept of Intelligence Aug-
mentation (IA), an interaction between AI technologies and people that, more
than amplifying human capacities, produce a cognitive transformation. This
transformation modifies the structure of humans thought, changing people’s
cognitive processes and providing new tools to optimize interpretative schemas,
useful to analyze the real world. In line with the need to define new directions in
Service Science, new rules should be formulated to create a synergic and col-
laborative processes between humans (people) and machines. In order to design
a wiser service system, this paper proposes T-shaped professionals as especially
well-adapted for augmented and collaborative intelligence.

Keywords: Service Science � Artificial Intelligence
Intelligence Augmentation � T-Shaped professional

1 Introduction

Over the last few years, an intensive debate on Artificial Intelligence (AI) technologies,
such as - autonomous vehicle control, robots, speech recognition and other emerged
applications [1] – has been taking place. Academics, especially economists [2, 3], are
investigating effects that these technologies could produce on economic growth and on
the future of work. AI has been considered the general-purpose technology [4] of our
era [5], as it has altered the social and economic structure and introduced a series of
disruptive innovations. However, this is not a new discussion; it emerged during the
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first industrial revolution - when the muscular energy produced by humans and animals
was replaced by that of steam engines -and again during the computer revolution –

when computers took on the work of book-keepers, telephone operators and cashiers
[6–8]. However, contrary to previous revolutions, there is an especially deep fear
associated with the emergence of AI in two regards. The first is the rapid pace at which
all types of innovations are spreading; the time between an innovation and a successor
to it is always shorter. The second is the computerization of cognitive and non-routine
tasks such as composing music or writing a book. In particular, in healthcare, diag-
nostic tasks are already being computerized to decide the best treatment plan for a
patient. A computer is able to compare each patient’s individual symptoms, genetics,
family and medication history, etc. formulating the most suitable and effective solution
[9], in some case more quickly and accurately than the average doctor. Furthermore,
nowadays, technologies are able to learn and solve technical problem alone, without
more than a single initial human intervention (setting up the constraints and reward
policies). Changes are also happening in a wide range of service-oriented roles and
activities (e.g. customer care, HR assistants, secretaries, real estate brokers etc.) [10–
12], where consequences are more complex to manage because they modify the value
and the actors involved in the interaction. AI technologies are now catching up with
and encapsulating more and more forms of human capabilities. They are no longer
simple tools that facilitate interactions, but active actors capable of taking deliberate
actions on their own [13]. Nevertheless, the future scenario is not so catastrophic. This
is the era of cognition as a service [14]: machines learn and help humans make smarter
decisions to obtain better outcomes. Maglio et al. (2010) already have considered
integration between people, technology, organizations and information as a necessary
condition to co-create both social and economic value in a service system [15, 16].
Now, however, organizations and managers should implement this integration avoiding
a juxtaposition of tasks and functions and a complete automation of services with a
high intensity of interaction. For that reason, in order to guarantee the co-existence of
machines and humans, a system should be transformed from smart to wise, striking a
balance between system’s entities. This paper offers one possibility to consider as a first
attempt to re-define the role of AI in wise systems characterized by an evolving concept
of intelligent interaction called Intelligence Augmentation (IA) which is a specific type
of augmented and collaborative intelligence. T-shaped professionals [17, 18] exhibit
this type of augmented and collaborative intelligence. This type of professional exhibit
deep problem-solving skills as well as broad communication talents, and these capa-
bilities serve as facilitators of interactional relationships between entities of different
natures (people and robots included).

The paper begins by a brief overview of AI, pointing out its limitations. After that,
AI in service systems is investigated explaining why it occurs, re-defining its role, and
presenting why it is appropriate to talk about Intelligence Augmentation. In the second
section, the conditions for a wiser service system will be explained. In the third section,
T-shaped professionals will be proposed as advocates to promote human-machine
interactions. Implications and future research will be discussed in the fourth part. Some
preliminary reflections are drawn in the final section.
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2 Artificial Intelligence (AI) Overview

Artificial Intelligence (AI) studies are based on a very simple concept: “If man’s
rational thoughts could be as systematic as geometry or physics, then it can be
mechanized” [19]. In 1950 Alan Turing, a theoretical computer scientist, considered
the father of AI, designed a test called “The Imitation Game” to understand if a
machine/computer could exhibit text-based conversational behavior indistinguishable
from that of a human’s. Turing’s vision has become the cornerstone of a new inter-
disciplinary science, artificial intelligence [20, 21] which views our brain as acting like
a calculator. Put differently, AI takes the view that all human mental activities are
reducible to algorithms and could therefore be implemented on a computer. From the
perspective of AI, the aims of building intelligent machines can be summarized as in
the seminal work of Russell (2009) as follows [22]:

• Acting like humans;
• Thinking like humans;
• Acting rationally;
• Thinking rationally.

Currently, for an ever-expanding range of tasks from computers learning to play
chess to robots learning to run obstacle courses, a properly programmed machine can
rapidly learn to perform tasks at the human or super-human levels with no further
human intervention once the rules/constraints of the world and the rewards for ideal
performance are defined [23]. Specifically, they can learn autonomously (deep learn-
ing), to analyze and produce a text in a common language starting from computer data
(Natural language processing), and to optimize and automate human processes and
activities (robotic process automation). However, challenges remain. Despite these
efforts, even now, no intelligent machine can completely simulate human thought; in
particular machines:

• have a low interpretability of decisions [5];
• are unable to have feelings and emotions;
• lack the commonsense reasoning abilities of a four-year-old child.

Concerning the first point, intelligent machines produce results without explaining
how, since the output decisions are the result of complex network connections [5]
based on mathematic models realized by software programs. Concerning the second
point, even though recognizing facial expressions, body language, and speech prosody
are correlated with feelings and emotions, machines still do not have emotional
competence in responses and natural conversational interactions. Emotions are crucial
to everyday human reasoning processes [24] since social-emotional learning skills are
used in nearly every face-to-face interaction between people [25]. These machine
limitations are strengths of most people, with the exceptions of individuals who suffer
from autism and other related impairments. Intelligent machines still have to learn to
share job’s task and to augment human intellect [26] and naturally support people in
complex, collaborative problem solving. The risk is not about creating an intelligent
and emotive machine but creating an intelligent machine without any emotion [27].
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However, only if they reach a complete autonomy, will we need to be concerned about
the rights and responsibilities of a cognitive system as an independent service system
entity. Because emotional and social intelligence are fundamental components in
natural collaborative activities (i.e. decision-making process, during interactional pro-
cess) the prospect of total replacement of human labor is in the distant future. Robotic
managers or entrepreneurial robots have not yet been created, in part because these
roles require social-emotional learning skills. In the near future, we can expect to only
have hybrid teams, composed of humans and machines [28].

3 Understanding the Role of AI in Wise Service Systems

From the editorial published by Maglio in Service Science (INFORMS) (2017), the
need for a revision of some fundamental notions of service science is perceived and
beginning to be explored by the community [13]. Following the introduction of
advanced interaction technologies, in particular AI technology there has been a per-
ceived need to re-examine three basic principles of service science: service/
stakeholders, interaction and co-creation. Service, defined as the result of an interac-
tion between different actors, who share skills and competences to create together, as
joint stakeholders [18] who co-create [29] value [30]. The community is poised to re-
examine these basic concepts in light of rapidly changing autonomous interaction
capabilities of intelligent machines with social-emotional learning functions. As
explored in the editorial, service, because of modern technologies, is increasingly
autonomous in many sectors (transportation, financial services etc.) [13]. Given that the
collaborative interaction is extended to intelligent machines using modern interaction
technologies, the dilemma is how to analyze and re-think how “the value produced by a
human-machine interrelation can be defined as co-created?” [13].

In our opinion, rather than attempting to re-define the already established concepts of
service science, we try to clarify the role of AI technologies in service systems. Surely,
compared to twenty years ago, intelligent machines have a more active role in the
process of interaction and co-creation, because they have knowledge and skills some-
times greater than that of the human actors in the service situation. However, the value to
be co-created remains a human value, to serve human purposes [31] for the benefit of
people, organization, and certainly not machines. A service system is a configuration of
elements, including people, technologies, information that work together via value
propositions for mutual benefits [15]. But the technologies, although intelligent, do not
have rights and responsibilities, and therefore maintain a partial role since they do not
have the ability to propose, accept and evaluate the value from a legal justice perspective
in case disputes arise [32]. They are more advanced, more autonomous tools that
enhance people’s capabilities and human purposes [33]. A machine will provide more
appropriate schemes, will gather more information, sometimes interacting emotionally
with the most active subjects of the interaction (i.e. humanoid robots or animated
software agents that recognize human affective intentions and to produce also emotive
facial expression like disgust or happiness [34]), but will not provide an interpretative
key or introduce the values necessary for the co-finalization of the value proposition. In
sum, intelligence machines do not have rights and responsibilities protected by a formal
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justice system, which is a type of service system that resolves disputes between entities
with rights and responsibilities.

In analyzing the relationship between men and machines, Degani et al. (2017,
p. 221) use the etymology of the term autonomy to outline three different concepts that
originate from a single term [35]: (1) the authority to create and apply one’s own laws;
(2) the self-sufficiency, or better, the capacity of an entity to take care of itself without
the help of others; (3) and the self-directedness, or freedom from outside control. The
recent intelligent machines manage to self-govern their behaviors themselves by pro-
ducing algorithms automatically. They can perform elaborations without anyone’s
intervention. But, at this stage they cannot be granted rights and responsivities and so
must be redirected towards human purposes; they are not pro-actively requesting rights
and responsibilities in pursuit of their own purposes, nor do they (yet) think outside of
the box about better human purposes. Referring to the distinction made by Vargo and
Lush (2006) between operant and operand resources [36], intelligent machines are still
operand resources, whose usefulness is linked to the adequacy to generate a service.
Their contribution is useful with the intervention of operant resources, or better human
resources that amplify their usefulness. Service systems are complex systems; they
need an interdisciplinary set of resources able to converge the interests of different
actors. Therefore, the functions carried out by the AI technologies are not decisive for
reaching a common goal, but they are certainly significantly increased compared to the
past. Although we are in the age of cognition as a service, and machines can perform
human-like functions (language, learnings, level of confidence), the machines/
intelligence systems are used to grow and scale competences by increasing the pro-
ductivity and creativity of humans [14]. So, we believe that in wise service systems, it
is more appropriate refer to intelligence augmentation rather than artificial intelligence.

3.1 From Artificial Intelligence (AI) to Intelligence Augmentation (IA)

The difference between AI and IA has been addressed by the philosopher Peter
Skagestad in his work “The Mind’s Machines: The Turing Machine, the Memex, and
the Personal Computer” [22] outlining a boundary between the two research domains.
AI refers to computer programming of machines that know how to think better than
men do. In contrast, IA refers to computer programming of machines that can increase
the reliability of human thought by extending and assisting it. In addition to the two
distinct software programming objectives, the distinction hides a different conception
of the role of the person who uses the software systems. In the first, the human exists
only for comparison purposes, and is a machine replaceable subject in a system; in the
latter the human is a user with whom the machine can enhance. However, although at
first AI and IA seem in conflict, they both come from theories on computational
intelligence, and are, in fact, complementary [23, 37]. An intelligent machine can be a
computer capable of mimicking the capabilities of the human brain – Artificial Intel-
ligence (AI) – and at the same time be a support to the functionality of our brain –

Intelligence Augmentation (IA). Using servant and maestro metaphors, we see that
technologies, specifically AI, are at the same time a servant– replacing humans in
complex activities (elaborate calculations, complicated mechanical activities) - and a
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maestro– empowering, instructing, and educating a human [33]. From both the AI
servant and AI maestro perspectives, exchange of information and knowledge must be
bi-directional, since people also have the ability to amplify the potential of a machine.
Although machines are now able to acquire information and knowledge more effi-
ciently, they lack an emotional and social intelligence and they are not yet able to put
their knowledge at the service of the whole system, as can entities with right and
responsibilities (authorities). Human interventions are therefore inevitable. Humans, in
fact, possession social and emotional skills fundamental for the elaboration of thoughts,
solutions, and decisions; they are able to use knowledge appropriately, addressing it
towards common objectives that guarantee a balance between individual and collective
value [38]. From our perspective, intelligence augmentation is based on a virtuous and
circular interaction between human and machine, which guarantees smart and wise
resolution of complex and systemic issues (Fig. 1, [39]). Particularly, an interaction
between smart people, that have greater propensity for broad-communications and
deep-technical skills, both optimize the process of augmented intelligence.

Thus, a service system should become wise (improving opportunities for emer-
gence; beneficial surprises or unpredictable opportunities for future generations) as well
as smart (improving productivity; trusted predictable opportunities for the current
generation). The attribute “Smart” is a necessary but not sufficient condition for the
viability of systems and for creating resonance and development in the context. A smart
service system1 creates value mediating and integrating interactions between (human)
actors and efficient use of resources [42], but it is not able to ensure the complete
exploration of opportunities for a better co-creation of value for future generations.
A wise context is an evolution of a smart context across multiple generations; in fact,
wisdom is referred to as virtuous relationships between smart components of today able
to mediate human and society expectations and expand surprising, beneficial oppor-
tunities for future generations. Wise service systems need a sociological mediation
approach, under which it is relevant to have a human component (problem solver
and/or decision maker) who is able to ensure that the whole service system reaches the
right decision in a specific situation and for a common welfare across multiple gen-
erations, as judged by future generations [43]. The human system component must be
one that can appreciate the relativism of values, can understand the priorities of the
individuals acting in the system, and be able to balance their own interests and those of
others across generations [44] in a virtuous, harmonious process. Specifically, smart
service systems characterized by AI technologies will be wiser if smart people coop-
erate and co-create in a choral manner with these technologies. From this interaction,
more than an amplification of human capacities, a cognitive transformation emerges
[25] that modifies the process of human thought. This is not utopia or dystopia.
Unfortunate and unexpected things can always happen, but the resilience of the system
increases so that bouncing-back from catastrophe is faster.

1 A smart service system is a socio-technical system that amplifies human capabilities, routinizes
interactions [40] controls, coordinates, and manages processes and goals of a system [41].
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4 Intelligence Augmentation and T-Shaped Professionals

Although the human-machine interaction process is considered very similar to human-
human interaction [45], to build a wise service system it is necessary to understand the
characteristics that people must have to interact effectively with smart machines. Many
studies have explored the design of machine interfaces (Human Computer Interaction
(HCI) and Human-Factors and Ergonomics (HFE)) and seek to understand and inter-
pret the various ways in which people communicate and interact with machines and
technological systems [35]. Therefore, we focus on the skills that people must have to
support human and machine interactions. This does not mean that people have to only
develop technical skills to understand the complex algorithms of the machines, rather
that they need to also develop creative abilities, relational and social skills, therefore,
they need horizontal competencies to fill in for the machine’s gaps so as to be able to
operate for the benefit of the system. Furthermore, people will need to improve their
analytical and critical senses and be able to understand the belief system in which the
machine operates (its behavior, operational boundaries, and limitations) as well as its
intentions [35]. In this way, the human partner will be able to adapt the profound skills
of a machine to the social environment in which it operates, ensuring intelligent
decisions that benefit the current generation and wise decisions that benefit future
generations (as judged by future generations).

4.1 Why T-Shaped Skills

An analysis suggested by Service Science (SS) and the Viable Systems Approach
(VSA) defines the best paradigm for considering and assessing professional compe-
tencies proposing T-Shaped Professionals (T-SP) [46–48]. T-SP are characterized by
deep problem-solving knowledge in one disciplinary/system area, and broad commu-
nications skills across a range of disciplines/systems [48]. For example, an engineer
who can communicate well with business and social science colleagues is a T-SP. In
light of the discussion so far reported, we believe that to favor a Wise Service System
and to avoid a future where intelligent machines replace workers, there is a need for

Artificial 
Intelligence

Smart 
People

INTELLIGENCE AUGUMENTATION

Fig. 1. Intelligence augmentation derives from a circular interaction between smart people and
smart technologies (artificial intelligence), [39].
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people to develop “T” – shaped intelligences. However, contrary to previous literature,
in which an equitable distribution of horizontal and vertical skills was preferred to
guarantee the ability across a wide range of disciplines and to cooperate with actors of
different backgrounds, the proposed ideal configuration of T-shaped skills proposes a
less deep and wider configuration, as machines help more with depth than breadth [48].
The proposed configuration favors the development of the human’s social and emo-
tional skills, therefore horizontal skills (Fig. 2), are more oriented to collaborative
interactions and decision-making processes in IA systems designs.

While rational intelligence and technical/hard skills will be useful to verify the
reliability of a result produced by intelligent machines, the social and emotional
intelligences [49] will serve to verify the adaptability to the context of the solutions
identified by the machines. In fact, they ensure the development of:

– intrapersonal (emotional) skills: understanding of one’s own values, awareness of
one’s knowledge/awareness, flexibility, self-management;

– interpersonal skills (social): relationships with others (including intelligent
machines), understanding of other people’s values/empathy, active listening/
communication, cooperation;

– inter-generational skills for thinking long-term about the implications of today’s
decisions to future generation, especially decisions that impact the resilience of
future generations (ability to rapidly rebuild from scratch after catastrophes).

Specifically, the T-SP optimized for the era of intelligent machines should possess a
proactive attitude, creativity, change management orientation, understanding of com-
plex situations, and negotiation skills. As technology races ahead, the demand for
workers with social emotional learning skills also increases, because these skills are not
yet susceptible to computerization [8] and can exceed the limits of intelligent machines,
also known as the rapidly growing digital workforce each person can access [50]. The
digital workforce can be seen today as the growing array of apps that people use on
their smartphones. Overtime, apps will have episodic memories, commonsense rea-
soning, and conversational interfaces of a full-fledged digital workforce.

EMOTIONAL AND SOCIAL INTELLIGENCE

RATIONAL
INTELLIGENCE

Fig. 2. People should develop more emotional and social intelligence and less rational
intelligence to create a wise system based on a virtuous combination of machine and humans.
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5 Implications and Future Challenges

As a result of the recent progress made in the field of artificial intelligent (AI) and other
advanced interactions technologies (e.g., augmented reality), a transformation of our
personal and intellectual habits is now gradually underway. Probably, the changes will
not occur for all jobs, but in a wide range of cases new positions and greater flexibility
will be required (freelance, self-employment, project-based work, temporary jobs at
different levels of complexity and remuneration [51]). In any event, it will be necessary
to adopt the right policies to support the current situation to prevent innovation from
being destructive and generate higher unemployment rates than new jobs created [52].
Policy makers will have to adopt an information policy that makes people aware of the
limits and potentials of IA technologies; an education policy aimed at preparing T-
Shaped Professionals (T-SP) of the future; a collaborative policy to promote the vir-
tuous and circular collaboration between humans and machines, which means favoring
the development of intelligence augmentation (IA). At the same time, universities and
researchers can play a key role by engaging with policy makers to design smarter and
wiser human-centered service systems; driving new knowledge creation and stimu-
lating qualify of life progress for everyone, including the weakest in society [53, 54].
The future challenges are numerous, the shift from smart to wise systems through
intelligence augmentation process is still very difficult because there are many gaps and
research questions, whose answer need to be obtained as a result of greater collabo-
ration and multidisciplinary relationship between academia, industry and government
institutions [55]. Certainly, it will be necessary to develop T-shaped skills and tech-
niques for aligning human machine learning [14] and to design more intuitive machine
interfaces. However, in our opinion, future research should investigate the new concept
of Intelligence defined as the ability to approach a solution by changing our endowment
of knowledge [39]. The question is: by modifying our knowledge endowment does a
modification of intelligence result? Given that the endowment of knowledge consists of
informative units, interpretative schemes and value categories from a Viable-Systems
Approach perspective, it follows that if you can innovate the appropriate interpretative
schemes, then you can advance intelligence augmentation (IA).

6 Conclusion

The paper highlights the growing awareness in the service science community that AI
advances require a re-examination of fundamental concepts, especially the concepts of
service/stakeholders, interaction, and value co-creation, for the purpose of intelligence
augmentation (IA) in wiser service systems that benefit future stakeholders and future
generations. From our perspective, the AI technologies are based not only on infor-
mative units and interpretative schemes but tends to an evolutionary dynamic char-
acterized by a cognitive transformation. In this perspective, we can say that being
aware of the shift from AI to IA means re-defining a Wise System from Smart Systems
since AI progress changes the role of human-factors in the socio-technical systems.
This means promoting a system in which the optimization process refers to the
capability to improve the collaborative intelligence through intelligence augmentation
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processes. In short terms, what is changing is not the role of technologies, but the way
we interact with them [25]. This transformation is at the base of the augmentation of
intelligence (IA) since it modifies the processes of human thought, changing the
thinking people way [25] through the optimization of new interpretative common
schemes in which the effect of the application of the artificial intelligence into the
problem-solving processes realizes the wise intelligence evolution system. Intelligence
Augmentation - which cannot and does not intend to replace man - can revolutionize
the concept of intelligence; it is not an artificial intelligence, but a support: it is up to
man, with his competence, to decide how to use the collected evidence and how to
modify it.
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Abstract. Using machine data for improving the service business offers new
potentials for differentiation to manufacturing firms. However, the development
of industrial Smart Service concepts is a rather complex task: Different elements
(e.g. technologies, digital services and personal services) have to be considered
together and customer requirements for these new offers are often unknown. In
this context, testing the newly developed Smart Service concepts can help
manufacturing companies to avoid development failures and to ensure their
value. The focus of our paper is to introduce a new approach for testing
industrial Smart Service concepts on their perceived quality for potential cus-
tomers. The approach includes a process model, an evaluation framework that
includes criteria derived from existing approaches and specific Smart Service
items.

Keywords: Smart Services � Service testing � Industrial engineering
Perceived quality � Digitalization � Servitization

1 Industrial Smart Services as a Driver for Differentiation:
Potentials and Challenges for Manufacturing Firms

Shifting focus from mainly producing and selling physical goods to providing services
and solutions has been a popular strategy of manufacturing companies during the last
decades [1]. This development, often referred to as servitization, has proven successful
for differentiation against competition from lower cost economies in times of
increasingly commoditized physical goods [2]. By adding a wide range of services to
their products, manufacturing firms were able to provide more customer-centric solu-
tions, leading to an increased value and thus to a higher customer retention [3].
However, since many services are moving towards commoditization as well, manu-
facturers are looking for new possibilities to achieve competitive advantages [4]. In this
context, the ongoing digital transformation holds vast potentials for the increasingly
important service business of manufacturing firms [5]. Due to the growing equipment
of their physical goods with sensing and communication technologies, manufacturers
receive a large amount of data regarding the condition and usage of their machines in
the field. By analyzing, comparing and combining this data with data from additional
sources (e.g. traditional enterprise data or social data [6]), manufacturers can provide

© Springer International Publishing AG, part of Springer Nature 2019
T. Z. Ahram (Ed.): AHFE 2018, AISC 787, pp. 171–182, 2019.
https://doi.org/10.1007/978-3-319-94229-2_17

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-94229-2_17&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-94229-2_17&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-94229-2_17&amp;domain=pdf


individualized, contextualized and therefore “smart” services that lead to an increasing
value for both, customer and provider. A well-known example of an industrial Smart
Service is the usage of machine data for providing a more predictive maintenance.
Based on the continuous collection and comparison of condition data from their
installed base, manufacturers can identify conspicuous patterns for machine failures in
advance and thus prevent breakdowns of their plants and machines. Consequently,
these data-generated insights lead to a higher machine availability and optimized ser-
vice processes, e.g. through more efficient route planning of service technicians.

Besides the undisputed potentials of enriching industrial Services with context
sensitive data, many companies are also facing a number of challenges regarding the
development and provision of these Smart Services [7]. Many manufacturers, for
example, are lacking skills and capabilities to analyse large amounts of real-time data
or to develop complex algorithms, since their core competences are still rather
production-focused [4]. Other challenges arise from sharing machine data across
company boarders to exploit further potentials, ensuring data security to customers or
integrating Smart Services into existing processes and infrastructures [8]. However, one
of the most important challenges is the development of Smart Services concepts that
transfers the potentials of smart technologies and collected data into a substantial value
for customers [9]. On the one hand, industrial Smart Service concepts are often linked
to a number of uncertainties and risks in the perception of customers, such as passing
on sensible data or a perceived loss of control, due to automated decision-making.
Therefore, manufacturers have to design industrial Smart Service concepts in a way
that the perceived value is exceeding the perceived risks of potential customers. This is
rather challenging with only little knowledge about customer requirements in this field.
On the other hand, the systematic development of Smart Services itself is a complex
task, since technological, software and service elements have to be developed or
integrated jointly [10]. In order to support a successful digitalization of industrial Smart
Services, new procedures and methods are needed, which allow an integrated and
holistic view on the development of all parts [11, 12].

In this context, our paper aims to support industrial companies by providing
insights and a first approach for one of the most important but still neglected phase in
the development of new services: Testing. Our first approach consists a procedure
model that illustrates the integration of the different Smart Service elements and a
refined evaluation framework that provides assessment criteria derived from perceived
quality concepts. In the following paragraphs, we will first provide a short overview
about the current state of the art. Secondly, we derive requirements based on occurring
gaps. The third and final paragraph will introduce our first approach for a quality-based
test of Smart Service concepts.

2 State of the Art

2.1 Smart Service Development in Manufacturing Industries

Although Smart Services have gained a growing popularity in research and practice,
there is no coherent definition of the term Smart Service. Essential characteristics
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mentioned are the intensive use of data [10], the involvement of intelligent products [9]
and the adaptability of the service offerings to a customer-specific need or situation
[13]. Moreover, Smart Service offers can include digital as well as personally delivered
service elements [14], as seen in the example of predictive maintenance. For our work,
we define Smart Services as individually configurable bundles of digital and personally
delivered services, which are based on data collected by intelligent products and
additional sources. Consequently, Smart Services can include products, software and
services. Unlike the closely related research stream of Product-Service-Systems, which
deals with the enrichment of physical products with services in order to shift focus from
selling to using the products, Smart Services research is much more focused on the
context-specific combination of digital and personally delivered services. Physical
products merely provide the basis for collecting necessary data of customer context and
situation. However, technology and data elements are still part of the solution and
therefore need to be considered during the development process. Nevertheless, we
reviewed literature from a service perspective, since services play the major role in
industrial Smart Service concepts.

A systematic and goal-oriented development of new services is one of the key
suc-cess factors in increasingly dynamic markets, such as manufacturing [11]. Besides
the growing relevance of new service development approaches [cf. 15, 16], the dis-
cipline of Service Engineering has gained popularity, especially in manufacturing
industries [11, 17]. Service Engineering outlines a systematic development approach
based on methods derived from software and product engineering, which are adapted
and further developed on the specific character of services (e.g. value co-creation,
intangibility etc.). During all stages, the integration of customers outlines a major
impact factor for a successful development of new services. The main objectives of
service engineering are an efficient development, the effective use of methods, a strong
focus on customers and the achievement of high quality [18]. In order to advice
companies during development tasks, different service engineering reference models
were provided (we refer on this point to an overview from [16]). In most cases, these
reference models are generic, phase-oriented models, with a strong link to product and
traditional software development. Common phases of service engineering reference
models cover stages like idea management, requirements analysis, service conceptu-
alization, testing and implementation. The aspiration of service engineering is to pro-
vide service-specific approaches, methods and tools for each of the generic phases.
However, this leads to following gaps with regard to our paper.

On the one hand, the provided approaches and methods are only partly suitable for
Smart Service development because they do not sufficiently consider the physical and
digital elements and their specifics. In reverse, the disciplines of product and software
development neglect elements of personally delivered services. Therefore, new
approaches that allow an integrated development of Smart Services are required [11].
Since the development logic of the different elements is often diverging (e.g. agile
software development toward phase-oriented product engineering), establishing an
overall development logic or reference model is a complex tasks. Moreover, a generic
reference model only provides little value, if there are no appropriate approaches and
methods to consider Smart Service specifics (e.g. integrated execution of the phases).
On the other hand, the existence and maturity level of provided approaches and
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methods varies between the different phases of service engineering. One important but
often neglected and rather complex phase in new service development and service
engineering literature is testing [19]. However, testing new and highly innovative
concepts, such as industrial Smart Service, supports manufacturers companies in
increasing customer acceptance and preventing costly development failures by ensur-
ing to meet relevant customer requirements.

2.2 Concept Testing in Service Engineering

Despite the central role of testing new service concepts and although testing is well
established in product and software engineering, the testing phase of Smart Services is
still widely neglected. It is mentioned in most of the development procedure models as
central (cf. [20]), but there is little literature guidance about how to apply service
concept testing and which methods are useful to do so [19]. The only considerable
approaches, which provide deeper insights of service and product-service-system
testing, are those of [19, 21]. Figure 1 displays the general testing process as part of
new service development.

Moreover, [22] present results of two studies, which analysed the understanding,
challenges and importance of testing service concepts in industrial companies. One of
the results is that companies understand service testing as a verification of the service
concept, a simulation of service provision and the evaluation of critical success factors
from a customer perspective. Consequently, one important criterion for evaluating
concept during testing is the fulfilment of customer needs. Furthermore, the study
pointed out that an early evaluation of the desired customer benefits, the increase of
service quality before market implementation and an early assessment of potential
value are the essential objectives for testing service concepts in industrial companies
[23]. According to the study, one of the main challenges of service tests is seen in the
intangible character of services, which complicates an objective evaluation of service
concepts with customers. Consequently, companies often test their service concepts
only in final development stages, which reduces the initial benefits of testing (e.g.
preventing costly development failures). Moreover, it prevents the application of

Fig. 1. Process model for testing as part of New Service Development (source: [19])
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already established methods from product or software testing leading to testing
activities without a systematic approach [23].

The stated challenges are also transferrable to testing mainly intangible Smart
Service concepts. In order to support a more systematic testing approach, a procedure
model and a basis evaluation that allow an integrated view on physical, digital and
immaterial elements as well as their interdependences is required. For our approach, we
chose perceived quality as a basis for evaluation, since it addresses two of the main
testing objectives. These are increasing service quality and assessing perceived value.
The following paragraphs provide a short overview about the concept of perceived
quality.

2.3 Perceived Quality in the Realm of Smart Services

For evaluating the quality of tangible products, objective criteria like the accuracy of
sensor measurements or the durability of machines are appropriate. Regardless of this
fact, it is much more complex to find objective criteria for predominantly intangible
solutions. Therefore, service quality is a rather subjective construct, relying on the
comparison between expected and perceived fulfilment of quality criteria from the
customers´ point of view [24]. Although the concept of perceived quality originally
descends from service research, it also becomes more relevant in the evaluation of
physical products, since customers are lacking the knowledge to evaluate complex
products objectively. Due to the high complexity and the mainly intangible character of
industrial Smart Service concepts, perceived quality seems to be a promising basis for
evaluation. Furthermore, service quality is one of the main drivers for the perceived
value of customers and thus supports above-mentioned objectives of service testing.

In our literature review, we found a lack of knowledge regarding the perception of
Smart Service quality [25]. For each of the relevant elements of Smart Service concepts
monolithic models and approaches can be found, such as SERVQUAL for personally
delivered services [24], E-S-QUAL for digital services [26] or the Technology
Acceptance Model [27] for perceptions about sensing technologies. However, cus-
tomers are likely to evaluate Smart Services as a joint and integrated offering and
consequently it takes an integrated understanding of Smart Service quality perceptions.
In this context, [28] introduced a first framework to integrate evaluation criteria of
existing approaches of perceived quality. The framework represents a matrix of the
three elements of a Smart Service (technology, digital service and personally delivered
service) on the one axis and the three service quality dimensions (resources, process
and outcome), introduced by [29], on the other axis. For each of the nine occurring
Smart Service quality fields, fitting criteria were derived from existing quality
approaches and models leading to a sum of more than 180 different evaluation criteria.
Although this framework might be used as basis for evaluation during the concept
testing, it also possesses some gaps. On the one hand, it includes criteria from models
that were developed a long time ago and thus might not be appropriate in the context of
complex, configurable and data-based solutions. On the other hand, the framework
does not integrate specific new quality items regarding Smart Services, such as for
evaluating the integration of different elements or the perceived embeddedness of
sensor technologies [9], so far. In order to provide a more substantial framework, we
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carried out a qualitative survey among 20 international experts in order to validate the
framework and add new, relevant items. Section 4.2 will introduce an overview of
results as part of our approach.

3 Requirements for Developing a New Approach

Previous paragraphs revealed several gaps in currently existing literature. Accordingly,
our paper aims to fill these gaps with a new approach for quality-based testing of Smart
Services. In order to do so, we can derive following key requirements for developing
our approach:

• It needs to allow an integrated view on testing Smart Service concepts, including all
present elements: Smart Technologies and data, digital services and personally
delivered services (cf. Sects. 2.1, 2.2 and 2.3).

• It should include testing different scenarios, since Smart Services are
context-specific, individually configurable (cf. Sect. 2.1).

• Since co-designing builds a main success factor in service engineering (cf.
Sect. 2.1), the testing process needs to include potential customers.

• The approach has to be applicable for different maturity levels of the Smart Service
concepts, since testing in early stages increases its benefits (cf. Sect. 2.2).

• An appropriate evaluation basis that includes specific criteria for Smart Services and
adapts to the respective concept shall be part of the approach (cf. Sect. 2.3).

In the following paragraphs, we develop a first approach for testing Smart Services
concepts on their quality, using derived requirements as a guideline. The approach is
constituted by two elements: a process model and a revised framework that includes
existing as well as new items for evaluation perceived quality.

4 An Approach for Quality-Based Testing of Industrial
Smart Service Concepts

4.1 Process Model for Testing Industrial Smart Service Concepts

For developing a process model of our approach, we use existing service testing
approaches (cf. [19, 21]) as a basis, but adapt them to meet stated requirements of
testing industrial Smart Service concepts. Figure 2 illustrates a first version of our
process model. Besides the three possible elements of a Smart Service concept
“Technology and Data”, “Digital Services” and “Personal Services”, the element
“Integration” completes the testing concept. In the context of predictive maintenance,
for example, a reliable collection and analysis of data by sensing technologies as well
as the predictive identification and alarming of an upcoming machine breakdown by
the system leads to a good perceived quality of the two elements “Technology and
Data” and “Digital Services”. However, if no service technician is available to react
upon this information and to fix the technical problem, the whole concept is failing.
The overall perceived quality in this example might be low, although the personally
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delivered service might have had a good quality too and only the process integration
between the different elements was bad. Thus, we consider the integration and coor-
dination of the elements as another main contributor to overall perceived value. As
already mentioned, our process model is an adapted version of the approach of [19] that
includes six phases: planning, preparation, execution, analysis, evaluation and docu-
mentation. In the following lines, we explain the phases and annotate the necessary
adaptions to Smart Services.

In the first phase, activities regarding the planning of the test take place. Planning
is one of the most crucial phases for the overall performance of testing, since it enables
a structured preparation as well as a reliable and smooth execution of all following
activities. The first step addresses fundamental aspects, such as setting the overall
testing objective (in our case: concept testing on perceived quality), nominating the
testing personnel and defining their roles and responsibilities as well as setting the time
and cost frame for the testing phases in coordination with the overall Smart Service
development management team. One crucial factor of planning is to create a common
understanding for the overall objective, since members of the testing team are likely to
have different backgrounds in the realm of Smart Services (e.g. mechanical engi-
neering, computer sciences or service management). Based on this joint understanding,
subordinated objectives and further decisions regarding the testing concepts are to be
made. This includes setting the test subjects that shall be included during the execution.
Firstly, the testing team needs to decide, whether they want to include real customers or
internal persons, which are acting as customers. A crucial factor is the inclusion of
customers throughout the whole development and especially during the testing phase.
However, the right decision also depends on the maturity level of the Smart Service
concept and if it is possible to evaluate it for a real customer. Secondly, the testing team
needs to define the customer role during the test. This is necessary, since customers in
industrial settings are often represented by buying-centers, including different roles and
persons (e.g. internal maintenance department, operations management or purchasing
departments) that focus diverging objectives. Depending on the defined testing goals,
relevant actors have to be selected and integrated in an appropriate way to receive
reasonable results. Furthermore, the testing concept defines the testing objects, referring

Fig. 2. Process model for testing Smart Service concepts (own illustration, referring to [19, 21]).
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to the concepts elements and their delivery stage (e.g. potential, process or outcome)
based on their maturity level.

During the preparation phase, the testing execution should be prepared and
planned in detail. It starts with defining the testing scenarios, which include setting the
application context (e.g. case of a machine failure) and the testing environment (e.g.
virtually in a laboratory or in a real-life testing environment). Testing scenarios are an
appropriate measure to consider the high degree of individuality of Smart Service
concepts and to allow a realistic evaluation from a customer´s point of view (referring
to the idea of value-in-use and value-in-context). Another major task is the preparation
of relevant prototypes of the Smart Service concept. Depending on the development
logic and the stage, in which testing is carried out, not all concept elements necessarily
have the same maturity degree. Preparing and integrating the elements into an
appropriate, assessable concept prototype, is one of the most complex yet important
steps. The concept prototype might also be a mixture of different kinds of basic
prototypes, such as scribbles, user stories, mock-ups or Virtual Reality models, and also
more sophisticated kinds, such as physical demonstrators (e.g. sensing technologies
implemented in machines) or a service theater that simulates the service process.
However, the testing team needs to assure a logical consistency as well as the trans-
ferability of evaluation results from prototype to planned real-life concepts. Besides the
test objects, the testing team needs to brief the included stakeholders, e.g. by providing
them context-specific knowledge and information about the procedure. For finalizing
the preparation, the evaluation process and criteria need to be defined.

During the execution phase, the testing team carries out all planned and prepared
activities under conditions as realistic as possible. The testing scenarios and integrated
prototypes are presented to or respectively performed with selected test subjects. One
of the most important tasks during the phase is to gather relevant data and detailed
observations for following phases. Data can be collected in many different ways, e.g.
by including smart testing technologies, such as smart glasses in combination with
fitness trackers for measuring heart rates at different activities or stages, by observing
the test subjects personally or by a questionnaire-based evaluation after the execution.

In the analysis phase, the testing team examines collected testing data and feedback
thoroughly. During the whole testing process, all activities and results are documented
completely and conscientiously in order to provide a profound basis for the following
evaluation. In the last phase, the testing team has to evaluate the test results with regard
to the Smart Service concepts as well as the performance of the test itself.

The evaluation can lead to three decisions. In the first case, the results of testing the
perceived quality of the Smart Service concept are satisfying and meet the requirements
for implementation. The second case occurs, if the test performance was not good
enough and therefore achieved results are not meaningful enough to make a decision.
Consequently, the test has to be repeated and origins for the bad performance need to
be corrected. In the third case, the team identifies potentials for improving quality
during evaluation and decides that the Smart Service concept needs revision.
Depending on the scope of affected elements (e.g. personal service, digital service,
technology and data or the integration) respective information and recommendations
are handed back to the Smart Service development process.
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In order to provide a basis for evaluating industrial Smart Service concepts, we will
introduce an adapted framework for Smart Service Quality as second part of our
approach.

4.2 Framework for an Integrated View on Perceived Smart Service
Quality

Since there is a lack of knowledge about appropriate dimensions and criteria for
evaluating Smart Service concepts [25], we further developed the integrated framework
presented by [28] for our test approach. Therefore, we presented a former version of the
framework to 20 international experts (Germany: 9; USA & Switzerland: 3 each;
Netherlands, China, Japan, Sweden, UK: 1 each) in a qualitative study. During the
research, we asked the experts about their opinion regarding the framework´s structure,
the relevance of already derived quality dimension from existing approaches and about
new and more specific evaluation criteria for Smart Services. A separate paper will
publish the detailed results of our study, but some insights about the framework are
presented in the following lines.

The advanced framework (see Fig. 3) consists 12 fields to describe Smart Service
concepts. It is structured by the four relevant elements of industrial Smart Service
concepts “Technology and Data”, “Digital Services”, “Personal Services”, “Integra-
tion” and the three delivery stages “Resource”, “Process” and “Outcome”. The struc-
ture helps companies to identify relevant criteria for a specific test object that might
comprise only certain parts of the Smart Service concept. For each of the 12 fields,
numerous quality dimensions (e.g. “reliability”) and respective criteria are assigned.
During the testing process, manufacturing companies can use these criteria to evaluate
the concept prototypes together with customers.

Most experts agreed that dimensions and items of existing perceived-quality
models from personal service, digital service or technology management literature are
still valid in the realm of Smart Service concepts. The quality of personal interaction
between a service technician and a machine operator, for example, still contributes to
the overall perceived quality, if there is a personal interaction. Therefore, quality
dimension like “empathy”, “courtesy” or “appreciation” are still valid for evaluating
this specific part. However, for evaluating Smart Service concepts new and more
specific items are needed. In the following lines, we provide some examples along the
delivery stages.

The resource stage addresses quality aspects of the Smart Service prerequisites.
Besides traditional quality dimensions (e.g. appearance and structure of digital appli-
cations, competences and equipment of employees or physical characteristics of
technology), following new dimensions become important (selection):

• Data privacy issues (e.g. the perceived connection between collected data and their
necessity for providing promised value)

• Perceived embeddedness of sensor technologies in the working environment of
users, e.g. in regard of perceived surveillance

• Collaboration possibilities with other Smart Service platforms (e.g. by providing
relevant API and data formats).
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• Projected size of installed machine base and additional data sources for providing
intelligent solutions.

The process stage addresses personal and digital activities for providing the Smart
Service. This considers the integration of intelligent products like human-to-human,
human-to-machine as well as machine-to-machine interactions. Exemplary new aspects
that influence perceived quality are:

• The integration of physical, digital and personally delivered activities
• Automatic adaption of processes to the context and situation of customers
• New forms of collaboration between customer and provider and the depth of

integration into customer processes
• Perceived control options for intangible activities and automated decisions
• Empathy of systems and contextualized information provision
• Transparency, comprehensibility and ethics of algorithms and decision making

logic

The outcome stage addresses the value provided by each of the Smart Service
elements as well as its contribution to the overall Smart Service value. In many cases,
the outcome of the sensing technology (e.g. perceived data consistency) builds the
basis for the outcome of the digital (e.g. information visualization) or personal (e.g.
solving a machine failure) service. The integration of the different outcomes was said to
be of high importance as well as their individual adaption to the customer situation.
Moreover, new value dimensions (e.g. emotional value or the joy of using an adaptable
solution) were mentioned during our study.

Fig. 3. Adapted framework for evaluating perceived quality of industrial Smart Service
concepts (own illustration, referring to [28]).
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5 Conclusion and Further Steps

In our paper, we presented a new approach for a quality-based test during the devel-
opment of industrial Smart Service concepts. It consists of two elements: A process
model that provides insights about how to carry out a test of Smart Service concepts
and an adapted framework of perceived Smart Service quality that helps to find
appropriate criteria for evaluation. However, our presented approach is only a first
version that needs further development in order to support manufacturing companies in
testing their Smart Service concepts and to provide a substantial value added. During
the next steps, we plan to include appropriate methods for performing the six testing
phases and to interlink identified evaluation criteria to generic maturity levels of pro-
totypes in order to provide an adaptable framework for different development phases.
Moreover, we are planning to test the approach with manufacturing companies.
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Abstract. Smart Services are individually configurable bundles of physically
delivered services and digital services, based on data collected in the Internet of
Things. Due to the increasing equipment of products with sensing technologies
and communication modules, Smart Services become more and more important
to manufacturing companies. Since German and Chinese manufacturing firms
possess a strong trading relationship, it is important to understand the market
conditions and customer requirements of the two country markets in order to
develop and provide Smart Services successfully. In this context, our paper
provides a first overview about these aspects, based on literature analysis and a
small qualitative survey among four Chinese and four German experts.
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1 Introduction

The manufacturing industry is highly important to the economies of China and Ger-
many, but is currently on the move. The ongoing digital transformation, including the
interconnection between machines and their equipment with sensing technologies and
web-enabling modules, offers great opportunities for a more intelligent production.
Besides that, large amounts of data collected by these smart products and machines can
also be used to provide so-called Smart Services [1]. By using the data to provide
individually adapted service offers to customers, manufacturing companies can unlock
potentials for quality and productivity improvements as well as developing new ser-
vices [2]. A common example for a Smart Service in manufacturing is predictive
maintenance, where machine data is utilized to improve the maintenance processes of
service technicians. Based on the continuous collection and analysis of data collected
by machines and products for conspicuous patterns, manufacturers can plan mainte-
nance operations demand-oriented and identify potential failures in advance. Conse-
quently, machine availability and service operations can be improved, leading to
benefits for providers and customers [3].
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Despite these potentials, the maturity level using machine data to provide Smart
Services (e.g. maintenance, repair or operations) is rather low. One reason for that
could be current market conditions that might prevent the provision of such Smart
Services (e.g. missing regulations for data ownership). Another reason might be that
the current concepts are not meeting customers’ requirements and preferences and
therefore aren’t accepted by them. However, little is known so far about the market
conditions and customer requirement regarding Smart Service [4].

Chinese and German manufacturing firms possess a long and strong trading rela-
tionship. For example, China has become the second most important export market for
the German manufacturing industry during the last years [5]. In both countries, the
development of smart products is understood as a starting point for the digital trans-
formation and a springboard for upgrading manufacturing. Consequently, servicing
smart products with data-based concepts in home and foreign markets becomes more
and more important to these companies. However, to establish Smart Services in
different country markets successfully, companies need to understand the similarities
and differences between market conditions and requirements. Due to the strong trading
relationship between the countries, the presumably high variances in technical, cultural
and regulatory market conditions as well as customer requirements and the need of
Smart Service providers for deep insights, we decided to examine these topics in a joint
research project. The following chapters should be understood as a preliminary anal-
ysis, in which we tried to find interesting research aspects for upcoming activities. In
our paper, we give a short introduction about Smart Service concepts and character-
istics firstly and then provide a short overview about market conditions in China and
Germany. In a final step, we present results from a qualitative survey among four
German and four Chinese experts about customer requirements for Smart Services.

2 The Concept of Smart Services in Manufacturing Markets

Smart Services are data-based, individually configurable bundles of physically deliv-
ered services, digital services and intelligent products, that are organized and performed
on integrated platforms [6]. Figure 1 shows a schematic layout of an integrated Smart
Service platform, which typically includes three different layers [7].

Fig. 1. Schematic layout of an integrated Smart Service platform (source: referring to [6]).
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The first layer builds the technological basis for data acquisition and transmission,
representing physical objects that are equipped with sensors, microprocessors, soft-
ware, and communication modules. These so-called smart products are not connected
to the internet only but also to other products, building complex a networked physical
layer [8]. Examples for smart products in industrial settings are machines, technical
equipment or mobile devices (e.g. smartphones) used by service technicians during
their operations in production halls, which collect information about the state and usage
of machine [3]. Besides smart products, sensors networks built another major pillar of
this layer, since they provide context information about the conditions and situations of
product usage and service delivery detached from specific products. Examples are
independent sensors that measure the conditions in a production hall (e.g. energy
consumption, heat or fine particulars) and therefore reveal information about the usage.
In addition to that, other information sources, which allow the integration of
user-generated content is relevant in the field of Smart Services. The prevalence of
smart products lead to changes in the degree of collaboration between customers and
providers. Due to the continuous stream of data and the possibility to access smart
products remotely, the provider is deeply integrated into the customer processes.

Collected data is transferred to the software-defined layer, where data is merged and
stored. Moreover, different data sets are combined and interpreted by context-specific
and self-learning algorithms. Integrating data from different sources helps to gain new
and extensive insights and builds the basis for new and innovative service offers. In an
industrial context, schedules of service technicians can be adapted dynamically, based
on the state of a machine and the order situation of the customer as well as on the
specific competencies of the service technician, his current location and traffic forecasts
[9]. On the service layer, structured data is used for developing and delivering smart
service offers. Thereby, digital services (delivered by information systems) and phys-
ically delivered services (delivered by people) are combined individually and
context-related in order to provide a solution that meets the requirements of customers
best possible. The proportion between digital and physically delivered services can
vary heavily and reaches from digital interactions between information systems of the
provider and the machine control of the customer, to digitally mediated personal
interactions between people [4].

Besides combining digital and physically delivered services of one provider,
integrated Smart Service platforms can also function as fully-automated market places
for trading capacities, data and services of different providers [6]. Consequently,
platform providers can serve as intermediary between different providers and customers
and thus gain market power and occupy the customer interface.

3 Manufacturing Industries in China and Germany

3.1 Current State and Developments in the Realm of Smart Services

Despite the trend of advanced economies towards becoming service economies,
manufacturing remains a significantly important industry in China as well as in
Germany. In 2016, manufacturing accounted for 30.45% of GDP in Germany and
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39.81% of GDP in China [10]. In both countries, roughly 30% of the overall work force
are employed in the industrial sector, which underlines its great economic importance
[11]. Moreover, Chinese and German manufacturing companies possess a strong
trading relationship with each other. German companies, for example, exported
machinery and equipment worth 14.6 billion Euros to China in 2016, making China the
second biggest export market for German mechanical engineering companies. At the
same time, Germany imported mechanical goods worth 4.6 billion Euros from China,
the highest amount of import nations outside the EU [5]. Figure 1 shows the traded
product categories between Germany and China (Fig. 2).

Despite the state of Germany’s manufacturing industry, companies are facing
challenges regarding the future market development. Germany is well known for
producing high quality goods and developing leading-edge technology, but interna-
tional competition is growing more tense. The growing importance of providing
solution (bundles of services and products) rather than selling products helped German
manufacturers to stay competitive and to justify higher prices. Since the additional
service offers also become increasingly commoditized, manufacturers are looking for
new sources for innovation. However, China also faces similar challenges. For many
years, Chinese manufacturing was seen as an extended workbench for more industri-
alized countries. Since the upgrading of Chinese manufacturing and an increasing
salary level, the end of the low-wage era seems near. Consequently, China needs to
enhance its efficiency and quality to draw level with countries like the USA or
Germany [13].

In the context of these challenges, digital transformation holds manifold potentials
for the two countries, and also for the cooperation between them. In Germany, the term
“Industrie 4.0” has gained great popularity as strategic initiative of the Federal gov-
ernment to foster the digital transformation of the manufacturing industry: The concept
describes a state of intelligent and interconnected machines, enabling autonomous

Fig. 2. Top product categories traded between China and Germany in 2014 (source: [12]).
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decision making of machines and a more flexible, efficient and individualized pro-
duction [14]. The goal of this strategic initiative is to secure Germany´s leading
position in manufacturing, automation and factory equipment. Besides the rather
technology-oriented initiative “Industrie 4.0”, the German government has taken
another important step to tap the potential of this new form of industrialization. The
second initiative, entitled “Smart Service Welt”, is focusing on establishing new value
streams and business models for the service business of manufacturing companies,
once their intelligent products have left the production line [6]. By using the potentials
of digitalization and big data not only for optimizing production processes but also for
the service business, Germany aims to secure long-term competitiveness and underlines
the important role of industrial services.

In 2015, China launched a similar strategic initiative, entitled “Made in China
2025”. The objective of the strategy is to use intelligent manufacturing to upgrade
China´s manufacturing industry into a leading super power and climb up the value chain
at once [11]. By making use of intelligent manufacturing and smart products, China
aims to become an industry, driven by innovation, efficiency and quality rather than low
costs. Moreover, developing a service-oriented manufacturing is another strategic goal,
mentioned in “Made in China 2025”. Often neglected during the past, the role of service
is starting to change in China´s manufacturing industries from being a complement to
products to become a differentiator with a distinct value [15]. Although service inno-
vation and developing new customer-centred service offers have gained a strong
momentum in China, they are still at an early stage of service transformation.

The close ties of cooperation between German and Chinese manufacturers will
become even closer in the context of intelligent manufacturing. On the one hand, China
views Germany as a preferred partner during its digital transformation, which offers
opportunities for German manufacturers to sell their intelligent products and machines.
On the other hand, the growing importance of services will lead to a close collaboration
in developing new Smart Services and thus offer potentials to Chinese manufacturers to
differentiate from their international competitors. To develop Smart Services with a high
level of acceptance, conditions and customer requirements on the country market have
to be taken into account. In the next chapter, we will present a short overview about
framework conditions in China and Germany that might influence local requirements of
customers.

3.2 Market Conditions for Industrial Smart Services in China
and Germany

Technical Basis. The development and provision of industrial Smart Services is based
on the prevalence of intelligent products, machines or equipment. Regarding this basis,
German industry has taken on a particularly strong position [16]. According to an
Accenture study, German companies have a high digital competitiveness compared to
international competitors, especially in the fields of mechanical engineering, automo-
tive, logistics, energy and chemical industries [6]. However, in other important
industries, such as medical equipment or pharma, Germany´s leading suppliers are
already slightly at the back of globally leading competitors. Nevertheless, Germany
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seems to have a good starting point for becoming a leading provider of industrial Smart
Services, based on the excellence of their smart products combined with a skilled
workforce. However, future development also depends on other factors, such as
widespread high speed internet connection, that allows real-time data transfer. In this
area, the performance of Germany is only mixed. Although the performance of cable
based broadband and ability for real-time data transfer are sufficient, the mobile con-
nection and LTE-coverage are rather poor in comparison to other countries, such as the
USA [11]. Moreover, investments in ICT services are relatively low.

China’s starting point is at a considerably lower technological level. However,
China is working with full power on the digital transformation and the establishment of
intelligent manufacturing in its industry [13]. Thereby, the Chinese manufacturing
industry landscape is extremely heterogeneous in nature: On the one hand, major global
corporations, such as Huawei, Sany or Haier, possess advanced and highly automated
factories that built the technical basis for Smart Services [14]. On the other hand, many
SMEs are not automatized or digitalized so far. Nevertheless, China is catching up fast
and digital transformation enables them to leave out development steps. A recent study
of Fraunhofer IAO showed that China has already overtaken Germany and the USA in
the number and quality of patent applications for intelligent manufacturing basis
technologies [17]. Moreover, China is on the way to provide a reasonable ICT
infrastructure. Although, the broadband coverage is low, the mobile broadband cov-
erage and the investments in ICT services are comparably high and illustrate the
dynamics of China´s digital transformation. A good example for this dynamic and the
speed of technological penetration is the development of mobile payment in China. In
2017, the penetration of mobile payment among Chinese Internet users has risen
rapidly from 25% in 2013 to 68% in 2016 [18]. The Digital Evolution Index 2017
underlines this estimation by stating that China possess a fast rate of digital evolution
but only scores mediocre in its current state of digital evolution. In comparison to that,
Germany is already on a higher level, but possesses only mediocre rates of change [19].

Regulatory Framework. Another major influencing factor on the design and devel-
opment of Smart Services is the regulatory framework. On the one hand, this refers to
the general possibilities of providing services internationally and the necessary adap-
tion to local regulations. On the other hand, regulatory aspects, such as data security or
protection of IP rights, are central for high-tech companies and influence the possi-
bilities of collecting and using sensible data from products and machines for new
services heavily. The regulatory framework between China and Germany is highly
divergent. Chinese economical regulation is based on a strong governmental supervi-
sion, providing only little room for control for private or individual initiatives.
State-owned companies, for example, get a strong comprehensive support from the
government. This means that government is smoothing the way for a rapid industrial
modernization and digital transformation with its industrial policy, leading to a high
speed of innovation, e.g. for the establishment of Smart Services. In Germany, on the
contrary, private regulation is the dominant means of regulation. Companies and
industries have more freedom, but governmental support for innovative topics can be
rather reserved. In the realm of Smart Services for example, this could mean lacking
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investments in necessary infrastructures or regulation gaps regarding data ownership of
smart products.

At the same time, the EU, frequently accuses China of import tariffs, largely closed
service markets, technical barriers to trade, violation of property rights, transfer of
technologies and discrimination by the authorities. Such disagreements on regulatory
principles are a major barrier for joint innovations for Smart Services, especially in
increasingly interdependent manufacturing industries. Regarding the service sector in
China, for example, a fair competition environment is still missing, and development is
restricted heavily by complex institutional arrangements and mechanisms. According
to a survey conducted by the Development Research Center of China in 2010, the top
three indicators that affect the development of the service sector are the institutional
environment (including the legal system and property protection), government func-
tions, and industrial regulations.

Other major barriers for providing Smart Services internationally can be seen in
data security and privacy issues, since Smart Services are based on sensitive data.
Although Chinese as well as German customers are paying high attention to security
and privacy of their data in private as well as in industrial applications, data security is
not guaranteed universally in China. The new Cyber Security Law established in 2017
forces many companies to save their data locally in China and only transfer data to
other countries after an official security check, providing access to the data for gov-
ernmental institutions. However, the lack of data security is seen as a major challenge
for cooperation on setting up joint Smart Service platforms for the Chinese and German
market. At the same time, data regulations in Germany are also not prepared for the
diffusion of Industrial Smart Services. With the upcoming General Data Protection
Regulation some relevant aspects are addressed, but there are still gaps, e.g. regarding
data sovereignty of product-generated data or the collaborative usage of personal data
across company boarders.

Cultural Aspects. Behavioral models vary across different cultures. Consequently,
cultural aspects are believed to influence the requirements and acceptance of Smart
Services on different country markets. In order to analyze the cultural differences
between China and Germany, we rely on Hofstede´s cultural dimensions [20]. Hofstede
defines culture as “the collective programming of the mind which distinguishes the
members of one human group from another”. He proposes six dimensions of national
culture, which are displayed and described in Table 1. Based on these six cultural
dimensions, Hofstede conducted several quantitative studies to identify cultural dif-
ferences between countries.

According to the studies of Hofstede, China and Germany show similar values for
the Masculinity-Femininity and the Long-term orientation dimensions and only little
differences in the Indulgence-restraint dimension [20]. The biggest difference can be
observed in the dimension “Power distance”. In China, power differences and
inequalities are much more accepted among people than in Germany. In Germany, the
participation of employees in decision making process are much more common and
required regardless of their rank in organization or society. Germans also dislike
control, and leadership is challenged to expertise rather than rank. Another major
difference can be found in “Uncertainty avoidance”. While Chinese people often rely
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on formal rules, strict control and clear instructions from superior levels, Germans
prefer more freedom and would rather manage themselves independently. In Germany,
differing ideas and innovative thoughts are much more appreciated that in cultures with
a greater uncertainty avoidance. However, there is a certain ambiguity for sticking to
the rules in China. In certain situation, rules are seen as flexible in order to better adapt
to them. Moreover, Chinese and German culture differ in the dimension of “Individ-
ualism – Collectivism”. German society is very individualistic one. Loyalty is based on
personal preferences for people as well as a sense for duty and responsibility. German
people like to communicate directly, even if mistakes were made. On the contrary,
Chinese people have a strong collective culture, acting in the interest of a group rather
than their own.

4 Customer Requirements in China and Germany

4.1 Approach

Based on the insights gained about the characteristics of Smart Services (Chap. 2) and
the market conditions (Chap. 3), we decided to conduct a short qualitative survey
among four Chinese and four German experts. All experts were members of manu-
facturing firms that possess knowledge about the customer requirements for Smart
Services from experiences in introducing them or preparing the introduction. The
interviews took 30 to 40 min and were based on a half-standardized questionnaire. In
our survey, we asked the experts to state their opinions about customer requirements
and preferences with respect to seven different factors that we found particularly rel-
evant to the realm of Smart Services and their characteristics. The aspects are illustrated
in Table 2.

Table 1. Description of the six cultural dimensions according to Hofstede [20].

Cultural dimension Description

Individualism-collectivism Degree to which an individual prioritizes its own benefit over
the group’s benefit and acts as an individual rather than as a
member of a group

Power distance Extent to which individuals accept large differences in power
and inequality

Uncertainty avoidance Degree of emphasizing risk, rule obedience, ritual behavior, and
safety measures by an individual

Masculinity-femininity Extent to which an individual accepts traditional role patterns
and prefers different dominant values (e.g. firmness,
achievement, success vs. finding consensus, carrying for others,
quality of life)

Long-term orientation The extent of long-term orientation versus short-term
orientation toward the future

Indulgence-restraint The extent to which members of a society control their own
desires and impulses
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In the paragraphs below, an overview of the interview results is given.

4.2 Results

Expected Value Added. The experts of both countries agreed that the main value
propositions of Smart Services are closely related to the machine or product, such as a
higher machine availability or lower repair costs and downtimes. Moreover, the Ger-
man experts stated even broader customer expectations, including a higher trans-
parency and optimization regarding the whole production system, better preparation of
service technicians and better time and capacity planning for themselves.

Individual Adaption of Service Offering. All experts agreed that an individual
configuration of Smart Services is important, but needs to be balanced with a modu-
larized service portfolio in order to reach economies of scale and provide the service at
a reasonable price. One of the German experts stated that there will always be indi-
vidualization to a certain degree, to meet the specific requirements and situation of
customers. However, a Chinese expert pointed out that a high degree of individual-
ization might also lead to different data standards and a missing comparison between
machines of the installed base. In this context, another German expert proposed that
individualization on a hardware layer (sensors and products) should be kept on a lower
level and the individual adaption should be implemented on the software layer. In
doing so, providers can reach a rather standardized hardware and data formats and
customers receive an adapted service.

Table 2. Aspects of interest regarding the requirements and preferences for Smart Services in
Chinese and German manufacturing markets.

Aspects Description

Value added The potentials of Smart Services stated in literature are manifold. They
reach from product to service focused potentials and address quality as
well as efficiency.

Individual adaptation One of the key characteristic of Smart Services is the individual
configuration of services to the specific needs and situations.

Collaboration The continuous collection of data from products located at the
customer, remote access to these products and automated decision
making for service operations have the potentials to shape new forms
of collaboration.

Superordinated
platforms

Consuming Smart Services from a platform that works as an
intermediary between manufacturing firms and customers might lead to
a strong dependency and a new balance of power.

Transparency and
traceability

Smart Service processes are often highly invisible, underlying
algorithms too complex to understand and decision-making automated.

Trustworthiness Sharing sensitive data with a Smart Service provider requires trust. The
aspect customers use to evaluate trustworthiness in this context are so
far unclear.

Data privacy and
security

Data privacy and security play a key role in the concept of Smart
Services without a doubt. What are relevant aspects and requirements?
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Collaboration Between Customer and Provider. The Chinese experts agreed that
the degree of cooperation becomes deeper with the implementation of Smart Services.
However, in their opinion the customer should profit from the new form of collabo-
ration in order to be willing to provide data. Moreover, one expert is sure that cus-
tomers still want to have the final decision in their hands and not so much by an
autonomous system or the provider.

The German experts provided a differentiated view on collaboration. On the one
hand, they stated that there are very advanced industries with highly sensible data. Those
industries (e.g. car manufacturers or pharma industries) are not likely to share data with
the provider on a regular basis but only in specific situations, in which they require help
from the service provider. In these cases, the collaboration is not changing a lot. On the
other hand, smaller and less advanced companies are likely to share the data in order to
receive the full benefit (e.g. higher availability, higher efficiency and transparency) of
Smart Service offers. Such companies are willing to step up the collaboration and
provide more freedom of decision to the service providers. However, trust and legal
rules for this cooperation are mandatory requirements for the collaboration.

Acceptance of a Superordinated Smart Service Platform. Experts of both countries
showed skepticism regarding the current willingness to source data based Smart Ser-
vices from a superordinated platform that comprises, bundles and sells services of
different service providers. According to the experts, the main concern is seen in
enabling access to a wide range of data from different machines and a resulting
dominance of one central provider. However, there is a general willingness to accept
integrated platforms, if the benefits are high enough and the data security issues are
solved. German interviewees also indicated the big role of a direct one-to-one rela-
tionship between German manufacturing SMEs, which might lower an initial accep-
tance for a superordinated solution. Moreover, one German expert also stated that the
tipping point for Smart Service platform is not reached yet. Therefore, the installed base
of products and machines that are providing data is not big enough to exhaust all
potentials of Smart Services.

Transparency and Traceability. The Chinese experts agree that transparency and
traceability of automated decision logic is very important for business-to-business
customers, but less important to those on business-to-consumer markets, since they are
not familiar with the underlying technology. One expert stated that enabling trans-
parency is a very complex task.

However, the German experts were divided in their opinion. Two of them stated
that during the introduction of a Smart Service a clear transparency about algorithms
and decision-making rules help to gain acceptance and trust for the solution. German
customers want to understand what is provided and how decisions are made. The
traceability of mainly intangible processes (e.g. by providing monthly reports about
activities of data analytics) can contribute towards this objective too. After the
implementation and piloting phase of the service, transparency and traceability become
less important, because customers starting to trust the providers. Moreover, the decision
basis (e.g. neural networks or deep learning algorithms) becomes more and more
complex and thus less transparent and hard to understand. On the contrary, two other
experts stated that in the realm of Smart Services, manufacturers are shifting the focus
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from selling products and services towards providing machine availability or selling
results. Consequently, the measure and methods to reach this goal become less inter-
esting to the customer, as long as the provider can deliver the promised value
proposition.

Trustworthiness of Smart Service providers. Experts of both countries agree that
the brand and reputation of the provider are still important factors influencing the
choice of a provider. Moreover, a detailed description of the concept helps to establish
trust. In addition to that, one Chinese expert highlighted the growing importance of
qualification and skills of service technicians to increase trust among customers.

One German expert pointed out that industry-specific reputation, experiences and
competences are still among the most important criteria, preventing independent
software companies to establish platforms in the business-to-business markets. More-
over, the German interviewees mentioned localization (physical and legal) of data, a
clear and transparent data security concept and certifications as additional factors to
gain trust.

Data Privacy and Security. All respondents highlighted the vast importance of data
privacy and security for the provision of Smart Services. The Chinese experts pointed
out that not all data has to be secured to the same extent, which was also confirmed by
one of the German interviewees. Moreover, data security is not seen as a technical but
more of a conceptual challenge.

In addition to that, the German expert stated that local hosting of data within
Germany or at least within the European Union is one of the key requirements of
German customers. Furthermore, German customers require a clear and comprehen-
sible data security concept. In this regard, a German expert stated that certifications
from independent organizations could help to meet this requirement especially for
smaller companies without specific knowledge about data security.

5 Conclusion and Limitations

The objective of our paper was to provide first insights about relevant differences and
similarities of market conditions and customer requirements in the realm of Smart
Services for manufacturing industries. The previous paragraphs have shown different
market conditions for providing Smart Services. While the technical infrastructure in
Germany might be more advanced today, China has a momentum in digital trans-
forming their industries and seems to be more open for new technological develop-
ments. In both countries, the regulatory framework exhibit gaps in one of the most
important precondition and requirement: Providing a clear and comprehensible basis
for data security and privacy. Although there are cultural differences between China
and Germany, the interviewees stated very similar requirements and preferences of
customers regarding Smart Services. Of course, these results have to be understood in
the limited depth and width of our survey and the rather low level of experiences and
little literature provided in the realm of Smart Services.
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Abstract. Social interaction and idea flow have been shown to be important
factors in the collaboration work of scientific and technical teams. This paper
describes a study to investigate scientific team collaboration and activity through
digital trace data. Using a 27-month electronic mail data corpus from a scientific
research project, we analyze team member participation and topics of discussion
as a proxy for interaction and idea flow. Our results illustrate the progression of
participation and conversational themes over the project lifecycle. We identify
temporal evolution of work activities, influential roles and formation of com-
munities throughout the project, and conversational aspects in the project life-
cycle. This work is the first step of a larger research program analyzing multiple
sources of digital trace data to understand team activity through organic prod-
ucts and byproducts of work.

Keywords: Science teams � Collaboration � Discovery � Digital trace data

1 Introduction

Scientific projects today are composed of many complex parts that include people,
technology, data, and process. The central hypothesis for our work is that we can
identify the emergence of scientific discovery by examining scientific collaboration
through digital trace data analysis. Our program of focus is on the examination of the
social and collaborative aspects of the team that include discussion and social inter-
action, tools and technology usage, and information sharing. In this paper, we discuss a
study using electronic mail (email) data to discern project activity.

The research question for this study is: are we able to identify meaningful research
team activity and progress through conversation and participant interaction? Our
research utilizes a combination of analytical methods, including social network analysis
and concept analysis, on structured and unstructured digital trace data sources to study
scientific activity. We are most interested in understanding teams composed of a
heterogeneous mix of experts working together to leverage each other’s skills and
knowledge to accelerate time-to-discovery for the phenomena of interest.
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2 Measuring Scientific Work

2.1 Publications

Traditional bibliometrics is useful for a retrospective understanding of the impact of
scientific and technical work within the larger research community and how scientific
outcomes build upon previous work. This technique requires a long timeframe for
recognition of peer-reviewed scientific results and discoveries in journals, patents, and
conferences [15, 25]. In addition, groundbreaking discoveries, a subset of the overall
scientific and technical work, are rare events [15].

Altmetrics seeks to shorten the timeline to assess discovery and scientific impact.
This is done by collecting nearer to real-time informal reactions from emerging web
sources such as social media, blogs, and other internet sources [13]. This approach
captures electronic evidence of collegial activity in the invisible college and shows
promise for reducing the time to recognize scientific contribution. The foundation of
this analysis is still the publication, but additional information and metadata is gathered
that clusters around the basic publication and author for an expanded representation of
the scientific landscape.

2.2 Studies of Active Scientific Teamwork

Building an understanding of scientific activity and accomplishment prior to publica-
tion is also of interest to researchers. The body of multi-disciplinary literature exam-
ining the work of scientific and engineering teams explores a breadth of human and
technological factors of teamwork using a range of research methods. Common
research methods include interview, case study, ethnography, artifact analysis, partic-
ipant feedback, and survey, informed by a range of theoretical frameworks. The human
and technological factors of interest examined using these methods range widely from
trust to coordination to collaboration among team members [1, 4, 9, 11, 12, 21].

Email is a rich data source for this purpose, and studies of email communication
provide insights into both social interaction and the topics of discussion [26]. Tang and
colleagues [23] conducted a literature survey of the extensive email mining techniques,
including classification, content analysis, and visualization. Email has been found to be
a communication mechanism providing affordances not available in other data [22, 23].
The public availability of the Enron email data corpus has been a rich source for mining
and communication studies [5, 16, 19].

Text analytics methods on unstructured data are also employed to gain insights on
larger and longitudinal data sources [20] and has been used on the full texts of pub-
lished papers in the Web of Science [17]. Analytics of unstructured text and social
networks are well-established data analysis methods to assess scientific impact [6, 13],
[24] and to examine citation networks [24]. There is a growing acknowledgment of the
importance of social relationships in scientific and technical endeavors and the use of
social network analysis to gain insights in this area [6, 12].

Digital traces from a variety of communication, interaction, and other digital data
sources are being utilized to understand human computer interaction behavior [7], and
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these can also augment conventional tracking of team progress. The digital trace data is
a by-product of both human and computer system activity and a central component of
the emergence of trace ethnography. As such, we believe that digital trace data can be
used to better understand the idea flow, collaboration, and socio-technical aspects of
scientific and technical teams [18, 25].

3 Research Design

This research uses email conversations to look for patterns of data-driven research
activity as insight into scientific team collaboration. Structured metadata and
unstructured message content covering a 27-month period (July 2012 to September
2014) was obtained from eight core members affiliated with a research project. The
corpus contained email from a large circle of correspondents related to the project and
provided a meaningful representation of both central and peripheral project discussions.
Cultural-historical activity theory (CHAT) [8] was utilized as the theoretical frame-
work. In focus were the elements of an activity system: role (subject), community,
artifacts, and division of labor. Validation of our analysis and findings was obtained
through discussions with the core project team.

3.1 Data Collection

This work was conducted at IBM Research - Almaden in the Accelerated Discovery
Laboratory (henceforth “Lab”)1. The Lab supports science and business engagement to
solve challenges through the intersection of expertise, data, and analytics using
data-driven research and discovery [10, 14, 2, 3]. The Lab “users” are categorized in
three categories: Maker, the people charged with providing Lab services; Partner, all
other Company employees; and Client, Company customers. The research purpose of
our subject project team was to create a water cost index from global financial records
with a client partner2.

We started our investigation by obtaining the email messages from project par-
ticipants near the conclusion of the project. Duplicate and non-project messages were
removed, leaving 658 email messages. Each email message was treated as one
autonomous and equal data record. The distribution of email messages by month is a
bell-shaped curve showing a buildup from just a few at the project start, to the bulk of
the email in the middle as the project is being fully executed, and then a decrease into
the completion phase.

Our approach with both the data and tools was to keep the analysis as simple as
possible – using digital trace data that was easily obtained and representative of at least
one aspect of interaction along with generally available analysis tools. Three sets of
analyses were performed on different segments of the same data. We used Microsoft
Excel to code the metadata extracted from the email to gain a sense of what participant

1 http://www-03.ibm.com/press/us/en/pressrelease/42169.wss.
2 http://worldswaterfund.com/?accepted-notice=1.
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roles and activities were represented in the data. We then used Leximancer3 and SPSS4

to perform concept analyses using both the structured and unstructured text in the body
of the email messages; and Gephi5 to perform a network analysis using the structured
email fields.

3.2 Data Preparation

To prepare the data for analysis, we coded each email message based on information
extracted from the structured data fields included in the email metadata. The metadata
contained 10 structured data fields from which four were identified as useful for our
analyses: ‘To’, ‘From’, ‘DateTime’, and ‘Subject’. Each email message was then coded
and supplemented with four additional fields of ‘Role’, ‘Activity’, ‘Date’, and ‘Time’.
The additional fields of role and activity were included to anonymize, aggregate, and
explore the data (Table 1). Overall 128 individuals and three automated message
systems were identified as either senders or recipients of the email messages and were
grouped into nine role categories.

Table 1. Coded structured email data attributes.

Structured email
data field

Description

To Receiver or who the email was sent to
From Sender or who initiated the email
Subject The subject line of the email header information
Date time Date as MM/DD/YY and Time as HH:MM
Additional coded
category

Description

Role Based on job title, position, responsibility, and/or affiliation of the
Sender (“To” field) in the project: client, client proxy, partner
management, maker management, partner staff, maker staff, provider
executive, business development, provider general staff

Activity Action or operation being addressed by the email in the Subject line as:
event (e.g., meeting), reporting (e.g., materials needed for a review),
project work (e.g., tasks related to the project scope), announcement
(e.g., public relations, newsletter), or notice (e.g., lab shutdown,
maintenance)

Date Separated date stamp created from “Date” field
Time Separated time stamp created from “Date” field

3 http://info.leximancer.com.
4 https://www.ibm.com/analytics/us/en/technology/spss/.
5 https://gephi.org.
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3.3 Analyses

Next, we performed three sets of analyses. First was an exploratory analysis to gain a
general understanding, followed by concept and network analyses to more closely
examine communication types, idea flow, and interaction.

3.4 Exploratory Analysis

We expected that the roles most highly represented would be Partner Staff, Partner
Management, Maker Staff, and Maker Management. We performed a general numer-
ical analysis of the email corpus by plotting the data across time, based on role and
activity categories. Overall, 78 percent (516 email messages) of the data was sent
during 2013 across all roles. This is compared to 13 percent in 2014 (85 email mes-
sages) and 9 percent in 2012 (57 email messages). To explore general activity, we
plotted the individual email records across time based on the sender’s role (Fig. 1). We
could see clusters of messages by role. Of interest was the regularity and clustering of
email messages during the same period within multiple roles.

3.5 Concept Analysis

Three software tools were used to perform this analysis: Leximancer, Microsoft Excel,
and SPSS. Leximancer was chosen, and used first, because of the strong language
analysis it provides, and the ability for the user to easily explore visualizations of the
data. Deeper exploration was easily performed by iterative adjustment of the tuning
parameters.

Fig. 1. Individual email messages plotted across time by sender role. Each point represents one
email message.
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The Leximancer analysis yielded a total 235 concepts from the email corpus
through the monthly segmentation of the data. These persistent concepts were divided
into three categories: (1) those central to the focus of the project (e.g., ‘data’, ‘water’,
‘index’); (2) general, non-specific concepts; and (3) technical concepts (e.g., ‘project
(s)’, ‘document(s)’, ‘table(s)’, ‘code’). Through this range of concept categories, we
could start to see the breadth and depth of team discussion, from regular and mundane
project management topics to more specific research aspects of the project. In addition,
we found that important concepts that were not persistent could also be fruitful can-
didates for additional analysis. This is due to their unique emergence in the discussions,
the timeframe of their appearance in the lifecycle of the project, and the co-occurrence
with other concepts.

The last stage of the concept analysis, using SPSS, focused on the specific concepts
of interest and deeper analysis of the semantic word relationships. For example, the
Leximancer analysis shows the concept ‘test/testing’ first appearing in July 2013 and
repeating in August, September, and October 2013, but not appearing in any other
months. The SPSS analysis provides much more detail around the concept of ‘test’.
“Unit testing” has the highest relative strength compared to the other ‘test’ concept
phrases in this first month of appearance, which is often one of the first steps for
prototype testing. August 2013 shows fewer variations of ‘test/testing’ concepts, with a
uniform relative strength among them, and the emergence of some new concepts
(“completed testing”, “current test”). There are multiple concepts related to ‘regres-
sion’, ‘arguments testing’, ‘junit test cases’, and ‘exhaustive testing’. September shows
a stark contraction to only three terms (‘test set’, ‘test’, and ‘regression testing’,
whereas October (Fig. 2) expands again to nine concepts and the introduction of
several new concepts. This analysis confirms the utility of email data used with this
three-step analysis to provide insights into project activity, as well as progression
through the project lifecycle.

Fig. 2. Concept phrase networks for October 2013.
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3.6 Network Analysis

The third examination that we performed was a network analysis using the structured
email message metadata (Table 1) based on role affiliation. As with the concept
analysis, sociograms were created based on a monthly timeframe. This analysis pro-
duced diagrams and social networking measurement output. Figure 3 illustrates the
month-to-month change in the number of active roles and communication paths within
the project team. The interaction ranged from two to 11 roles producing a range of one
to 44 communication paths. We saw a similarity in the pattern of communication paths
by month with the general email pattern. However, the number of communication paths
illustrated in Fig. 3 provides a more precise view into the extremes between months of
lighter and heavier email communication. For example, there is an increase in role
participants and communication paths as the project starts, followed by a steep decline
from June 2013 to August 2013, and a rebound in September 2013.

To identify the most connected roles we looked at their ranking value by month, a
measure based on the number of links to every node. We saw a slow progression at the
start of the project, with Partner Management and Partner Staff membership being the
only connected roles. Partner Staff, Maker Staff, and Partner Management were the
most highly connected roles throughout the lifecycle of the project. In addition to these
three roles, the Client, Maker Management, Executive, and Unknown roles were also
regularly ranked as roles connected in the network.

Fig. 3. Roles and communication paths for role-based networks.
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The most influential roles were determined by using the Gephi betweeness cen-
trality metric. This metric measures how often a node appears on the shortest paths
between nodes within the network. The highest betweeness centrality value indicates
the most influential node(s), or role(s) in our case. We found that Partner Staff and
Partner Management were the two most influential roles. They tied as being the most
influential role, each having the highest betweeness centrality value in eight of the
27-month project lifecycle. Second to these roles was Maker Staff, as the most
influential role for three of the months. This indicates that these three roles had the most
impact in affecting the project.

We also examined communities of engagement formed over time to see if these
communities were rigid (remaining the same) or flexible (shifting role membership)
over time. The community strength grew and became more prominent as the project
progressed through its lifecycle. The number of communities ranged from one to three
for each month, and the most common number of communities was two. Eight of the
27 months (30%) had only one community. These instances appeared mostly at the
beginning and end of the project lifecycle, but also in August 2013 (Month 14) when
there was a noticeable decrease in email activity. Eighteen months (67%) had two
communities. Only one month (October 2012) expanded to three communities.

4 Discussion

The unique contribution of this study is the capture and analysis of email messages
from a heterogeneous, multi-role scientific research team as a basis for indications of
social patterns and configurations, information sharing, work activity focus, and project
progress. As noted earlier, it is quite common to survey or interview team members to
gain their perspectives and assessments about a project. In contrast, our approach
depends on the digital footprints – organic byproducts – of the project work itself.

We saw indicators and patterns, of varying strength, of a range of project activities,
focus, team engagement, and participant interaction using the analytical methods on the
email corpus. These indicators were evident in the individual analyses (exploratory,
concept, network), as well as in combination. We could also see evidence of differ-
entiated participant interaction over the project lifecycle and detailed indications of
meaningful team activity through email conversation.

4.1 Indications of the Social Dimension of Project Work

The analysis provides a view of the engagement and participation, varying influence
and impact of different roles, and indications of who was active in the team interaction
via the email communications (Fig. 3). We saw dramatic differences between months
in the number of participants engaging in communication, number of communication
paths, and in network ranking. Overall, the number of communication paths followed a
general project lifecycle curve with the bulk of communications being created while the
project work was being executed.
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4.2 Project and Organizational Reflection

We were also able to gain insights into the trajectory of project progression and
organizational involvement through the ebb and flow of topics over time. The analyses
of communications provide an alternative lens to see elements of activity organically,
and to provide feedback to a team to aid in identifying potential gaps. Providing these
insights to the project participants and their organizations as the project is underway
enables project “self-reflection” and has the potential to positively impact project
practices. The use of a feedback loop with project participants enables the early
warning of issues in a project, as well as novel insights from a different analytical
perspective that contrast with standard project management and project status
mechanisms.

4.3 Implications for the Method

This method provides flexibility in choosing the unit of analysis (e.g., individual
contributor or role-based contribution) and varying levels of temporal granularity (e.g.,
day to years) based on the data being examined. We were limited by the size of our data
corpus in being able to perform analyses more granular than monthly. However, with a
larger corpus of the same type of data or combination of multiple data sources, shorter
timeframes could be examined for a more real-time examination of interaction and
progress.

A second limitation is that email is only one communication channel among many
within a research project. This was not a major concern for this study because of the
exploratory nature. However, in going forward with our research agenda, additional
interactional data sources would add a depth of information sharing and idea exchange
that may not appear via email, and reveal an additional dimension to scientific team
collaboration and project progression.

5 Conclusions

Results of this method are promising to understand team progress, for both science and
technical teams, using digital trace data to identify patterns of project activity. We were
able to identify temporal evolution of work activities, influential roles and formation of
communities throughout the project, variation in the conversational aspects as the
project begins, matures, and then ends, and the ebb and flow of participation over time.
We show the utility of using new data sources (digital trace data) to track and assess
project progress, results, and contributions to the field through the examination of
communication and interaction. The ability to begin this evaluation as a project is
underway is a novel method.

The insights gained from the examination of the social and conceptual aspects of
the scientific teamwork could be used to improve two dimensions of project work:
(a) practices affecting team operations, such as information sharing; and (b) improve-
ments to the computational environment, such as supported software configurations
and data sources. This “organic” analysis of project focus, activity, and contribution is

Using Digital Trace Analytics to Understand and Enhance Scientific Collaboration 203



a new vantage point that could enable reflection by the project team members on a wide
set of work dimensions, from identifying activity, gauging expected progress, and
ultimately resulting in enhanced team performance.

Our success with three analyses on one data source provides only a partial picture
of science team activity. Building on our current findings, future plans include:
(a) adding additional data sources (e.g., such as system logs, meeting transcripts, and
project artifacts) to deepen understanding and establish repeatability; (b) continued
feedback and validation of our findings through interviews and participatory activities
with the science teams; and (c) the identification and development of appropriate
metrics to gauge the pace of science team activity.

Acknowledgments. Special thanks go to the Partner and Maker members of the project used for
this investigation and to all our colleagues for contributions through critical research discussions
and review of this effort.
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Abstract. From the Service Science perspective, our work tends to provide a
conceptual and methodological contribution to affirm the role of the university
as the responsible agent for the growth and development of a local area. In this
sense, the purpose is to promote a harmonious growth of the whole local service
system, focused on academic quality and accountability through the approach to
Social Responsibility, also involving government, business and society. The
University as a place for higher education and research, at the same time,
represents a privileged space of convergence of different growth perspectives of
the local actors. This convergence should be seen as a “place” to share and
develop a common sense of value that is smart, ethically, socially, and eco-
nomically sustainable, i.e. a Smart Local Service System (S-LSS).

Keywords: University � Sustainable governance � Service science
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1 Introduction

The concept of the entrepreneurial university emerged at the end of the 20th century
following the footprints of ‘research university’ approach. Indeed, the emergence of the
entrepreneurial university theme is based on a fundamental socio-economic change
called knowledge-based society [1]. When these changes are examined, it is seen that
industry’s expectations of the university have changed correspondingly over time.
Traditionally, enterprises in the market were expecting universities to train their future
employees with the basic knowledge they would use during their work life [2]. Yet,
while innovation has become the key concept of the competitive world [3], it shaped
the relations of actors in the market as expected, along with the rapid change of the
competition based on technological progress from “closed innovation” to the “open
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innovation” [4]. Thereby the need for externalizing the research to create a competitive
advantage in the marketplace turned the eyes on to the universities [2, 4].

One of the most influential writers in the field, Etzkowitz [1, 2] argues that the
universities had passed through two fundamental steps. With the first evolution, uni-
versities became institutions that not only teach but also perform research. With the
second evolution, research universities evolved into a new structure called the entre-
preneurial university that aims to commercialize the research outputs. Thereby uni-
versities have begun to respond to market and community demands. The same authors
briefly refer to this process as shifting from “extension of knowledge” to the “com-
mercialization of knowledge” or “capitalization of knowledge” [1, 2].

Moreover, when we look at the brief history of universities rather than market
expectations that shape the university we see the efficient policy-making processes that
transform the universities. When universities in Europe was surrounded by the influ-
ence of Church, firstly they gained freedom from the church [5] due to perform
research under the economic and political protection of the sovereign [6]. Especially in
the German case, Humboldt brothers ensued the German Idealism following Kant and
asked the assurance from the King of Prussia when Europe was enchanted with
Newton’s physics [6]. From that moment, research university emerged as an institution
that is isolated from the society and politics, stuck in its ivory tower [1]. With Hum-
boldt principals, the concept of “performing research for science” got into the uni-
versity without the abandonment of education [7]. And the Humboldt Ecole was highly
successful from “basic sciences” to “applied research” and “spillover mechanisms” [8].

In following years, the land-granted universities in the USA that aim to boost
agriculture production began to evolve into a new structure slowly. With the trans-
formative power of the Patent Acts of 1790, 1836, 1922, 1952 and Morrill Land-Grant
Acts at 1862 [1, 9] the USA became the world leading agriculture country [5, 8, 10].
Since American Universities became the world-leading research institutions, Senator
Bayh opened the road for the academics to take copyrights, licenses, and patents of
their research [8] with the Bayh Dole Act (1980) and universities became
world-leading research and entrepreneurship institutions [1, 11].

And finally, in late 20th Century when entrepreneurial universities improving
significantly on research and commercialization due to the rising R&D costs and
requirement of the expertise from the firms led them to co-operate with the universities
[12, 13]. Thus, the co-operation between firms and universities pushed the university to
descend through the ivory tower and contribute to social welfare [1, 2]. When we look
at the development of the university in history over time, we see that the university is
transformed by both internal and external elements [2]. Furthermore, all these elements
show us that the university as an institution evolved with the social, philosophical and
economic enrichments. These fundamental changes have transformed the universities
into service institutions that fulfill the requirements of firms and local society due to
contribute economic prosperity. With this motive, regarding the fragmented structure of
entrepreneurial university [14], the new concepts of the topic can be examined from a
Service Science perspective (in short SS) [15], taking into account that in what
dimensions co-operation between actors would take place to raise economic growth.

Following this objective, the role of University should be interpreted in a systemic
view that can help local governments with technical ability, and intellectual and
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institutional resources [16], and in particular with applied programs for interpreting the
territory as smart service systems.

In the first part, we propose a literature background concerning main lines on the
concept of research on the role of the university. Then, through a service science
framework, an extension of research role and its functions are suggested especially in
the governance of the local system. In the final part, the framework is discussed, and
implications are presented.

2 Literature Background

In 1998, Burthon Clark used the term “entrepreneurial university” in the title of his
book “Creating entrepreneurial universities: organizational pathways of transforma-
tion. Issues in Higher Education”, explaining how universities had modernized
strategies, management and structures [17]. Etzkowitz et al. [1] clarified the term
referring to the new task of the university to innovate and promote the regional or
national economic growth.

Two dominant approaches support this role: the “triple helix model” [18] and the
“engaged university” [19].

The triple helix of university-industry-government emerges with the appearance of
the university in the economic and political scenario, expanding his mission in a
holistic perspective acting together with industry and government [20]. However, this
model occurred a static vision of the triple relationship: the helixes are vertically
independent, develop independently and only in a horizontal dimension form and
interactive circulatory system [20]. During the non-linear interaction, each can take the
role of the other creating hybrid organizations – spin-off, universities enterprises, and
incubators – where roles overlap [21] and partially interact. The triple helix circulation
creates a spiral, characterized by the evolution and circulation of vertical axes and the
rotation of horizontal axes. The vertical evolution produces micro effects concerning
single helix; and the horizontal evolution produces macro effects concerning collabo-
rative programs, networks, and shared policies. The territorial impact is indirect since
university pursue an aim focused on its profit saved by knowledge commercialization,
not focused on local development [22] and neglecting interventions and role of insti-
tutions. However, transfer activities success does not depend only on organizational
and strategic agreements of universities, but also on other institutional and structural
aspects of the regions where a university operates [23]. Therefore, the triple helix
approach does not give a systemic view. It discusses the overlapping role, but it does
not devote any specific attention on the alignment of university products and regional
demand [24] and neither on systemic links between local actors. For these reasons, the
effect on regional development appears indirect, and the relationship between industries
and government seem weak. In any case, the approach leads to new observations
concerning University as:

– it is a catalyst for interactions and negotiations tensions between universities,
industry and government [1, 25];

– its activities could produce an impact on the region;
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however, there is no guarantee that it catches value for the region [26].
In addition to “regenerative” roles (universities and capital of knowledge), uni-

versities can play more “development” roles [23]. Gunasekara refers to the formation of
human capital, the associative government e culture [27]. This kind of approach is
characterized by more commitment and, it is defined as “engaged university” [28–30].
It assumes a broader and more adaptive role for the university [23] since it reacts to
specific regional needs and extends his knowledge commercialization beyond the
industrial innovations (patents, spin-off, etc.), versus civic tasks. In this way, it became
an institutionalized actor acting on learning, innovation and also of governance process
[31] of the territory.

For more than a decade, governments are involving Universities in policy formu-
lation and production, conservation and evolution national and regional identities [32],
posing a new challenge for academics who should maintain at the same time inde-
pendence and a high level of knowledge production [33]. Tsipouri suggests three levels
of action, through which university operates for the benefit of society: individual,
institutional and collective [34]. At the individual level, it contributes to educate the
future political elite and to involve them as an academic expert in a series of gover-
nance networks, supporting many managers and legislators in the exercise of their
functions within modern governance structures.

At the institutional level, in many contexts, universities are recipients of decisions
taken elsewhere. Governments delegate decisions to universities, but they were not the
real institutional decision makers.

At the collective level-no as single entities but with other collective bodies - they
are organizing collectively to define scientific policies and have greater influence and a
greater power of initiative [33].

Nevertheless, according to Arbo and Benneworth [33], it is widespread a lack of
recognition by governments of the ability of universities to intervene directly on local
policies. Meanwhile, their role can no longer be ignored: they have extended their
interests into new areas, they need to achieve concrete things, they are skilled con-
sultants able to support regional governance networks [35, 36] and particularly they
have a crucial role in disseminating global/local knowledge [26, 37, 38]. These ele-
ments could leverage the competitive advantage of the territory, but the primary barrier
would be creating a complementarity of role (rather than an overlapping) between local
actors.

The engaged university approach offers a dynamic and multifunctional view of the
university, Kerr uses the term “multiversity” to indicate several functions of the modern
university [39]. It has enriched its core activities (teaching, innovation/research/
technology transfer) with others residual (health and wellbeing, culture and sport,
sustainable development and regeneration [40]; entrepreneurship promotion, building
consortia, cultural networks, telematics networks, regional promotion, [31]). The latter
constitutes the so-called third mission, i.e., the contribution that the universities make
to the social and economic development of the territories [41, 42]. It could have a
large-scale effect and more benefit on collectivity producing a social and academic
utility; however, they are not enough for the success [33].
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The difference between an entrepreneurial and engaged university is based on new
forms of formal and informal collaborations with the local actors [43] that extend the
academic commitment and the individual benefit derived from the commercialization
of their activities [44, 45]. The authors D’Este and Patel [43] specify the commer-
cialization of activities represent a measurable tool and immediate for the economic and
social development; but formal agreement, conferences, meetings represent further
convergence spaces to produce, share and apply knowledge. Therefore, the university
could contribute to the local buzz of stimulating global/local interactions to improve the
economic trajectories of these places [26]. The third mission reinforces
university-government link, but at the same time could rise a difficulty of integrating
universities into regional innovation strategies [46]. The solution is acting in an inte-
grative way and combine influences and resources [26, 47], developing multi-layer
governance [33]. Service Science [15] – SS – could provide a new perspective for the
analysis and resolution of problems concerning expert thinking [49] or complex
thinking capable of approaching to the variability of contexts by optimizing relational
synergies.

3 Our Framework

SS is transdisciplinary and focused on the understanding of the evolution of value
co-creation interactions between service systems [50], i.e., between a dynamic con-
figuration of resources (people, technologies, organizations and information) that create
and provide a service [51]. Universities are typical, but smallest entities of service
system able to change the value of knowledge in the global service system ecology
[52]. They have an essential role in terms of accelerating societal progress [50] since
they serve as “glue” for a system in which operate. Having different areas/departments,
they pursue strategies on many fronts, involving industries, government, citizens,
students and other entities on several issues. For that reason, the key is guessing how to
manage relationship and shared goals. Compared with previous approaches the SS
clarifies the concept of governance, the result of political, economic and technologies
characterized by network cooperation and collaboration at all levels of the organiza-
tions and/or companies [53]. In fact, SS enriches the university function as knowledge
applicator since University practices are not the only commercial, but also partly linked
to the governance (e.g. rules), [50]. Therefore, a further function could be the pro-
motion of a smart, sustainable and multilevel governance to manage innovations and
social progress in a system in which different actors operate. Such governance is typical
of a Smart Local Service System, S-LSS [53, 54]. From our perspective based on the
SS framework, the role of the university is interpreted as S-LSS, which means a local
area in which different disciplinary perspectives coexist and converge for sharing
innovation, competitiveness and improving quality of life through value co-creation
process [55, 56]. This convergence should develop a common sense of smart value
ethically, socially and economically sustainable.
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4 Discussion

Even though University seems more active and aware of its strategic role on the
territory, it appears to be weakened in situations in which it tries to integrate with other
actors’ concerning local policies, struggling to emerge as an independent actor [57, 58].
To finalize its third mission, University must be able to:

– build and maintain a network of advantageous relationships based more on com-
petences and knowledge, on comprehension, trust, right and responsibility to obtain
a non-zero-sum results in a service ecology [50];

– align the expectations of the various stakeholders [59];
– involve participants to share the process of definition and co-creation of the service

[59].

Consequently, the qualification of an S-LSS becomes decisive to activate the
relational components and determine the government structure. Explicitly, a S-LSS
favors a smart and multilevel style of governance, characterized by a bottom-up
approach [60–62], decentralizing the power of government and promoting a partici-
patory leadership to manage projects and intervention policies. This governance
approach avoids the overlapping of responsibility and moderate interaction between
institutions, industries and university [63–65] taking into consideration the social and
ecological diversity [66, 67]. Engaging efficiently on multiple scales is crucial for local
systems that are invariably subject to powerful external influences, including changes
in regulations, investment and the environment [63, 64] and internal influences as
interests, profits, aims. Therefore, it is necessary to adequate rules and schemes
dynamically to ensure a collaborative structure of governance in high variability and
uncertain scenarios. In a similar context, University can create a convergence space,
based on a proximity of intents, in which territorial proximity, or geographical prox-
imity [68] become only a pre-condition that favors “the meeting” between actors.
Cognitive, organizational, social and institutional proximity are elements, which
compose the convergence (1), and that university can create.

So, we can assume that:

Convergencespace ¼ Geog:prox
X

ðCog:prox þOrg:prox þ Soc:prox þ Institut:proxÞ ð1Þ

Where:

– cognitive proximity ensures the capacity to absorb new knowledge, communicate
and learn knowledge from each other [68];

– organizational proximity represents the same space of relations [69] and favors an
interactive learning process;

– social proximity is defined as micro level relations based on trust, friendship, kin-
ship and shared experiences which facilitate the exchange of tacit knowledge [68];

– institutional proximity represents the macro- level framework: habits, routines,
practices and lows [68].
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By this means, University could create this condition educating, researching
solutions, acting and transferring his international experience.

5 Implications and Future Challenges

An active and engaged role of the University produces several implications. The
university becomes an institution that can fulfill the requirements of the industry not
just as sustaining the human capital but also contributing to the discovery, design and
production processes as a service institution. Industries benefit through the transfer of
specific knowledge (skilled employees/T-shaped professionals) and from the reduction
of innovation costs through patents or start-ups. Notably, some companies agreed with
research centers and universities to innovate their product and services to externalize
R&D and start process of open innovation. Policymakers could benefit from univer-
sities relationships and their knowledge transfer to implement national and international
policies. Competition has increased at a global level since territory are competing for
obtaining incentives and investments useful for their development [68], and the uni-
versity is becoming ever more skilled to project initiatives and adopt them. All part of
the local system could benefit from the convergence spaces created by university
favoring local culture, regional policies and enhancing local identity (i.e. promoting
local excellences).

At present, the study is merely descriptive and presents several limits.
In particular, future challenges are needed both at an academic and practical level.

At an academic level, we refer to the analysis of exploratory survey to perform study
the local network and examine the link between ‘service science’ perspective and, the
five dimensions of “proximity”: cognitive, organizational, social, institutional and
geographical [68]. These dimensions could be read as the integrative condition to reach
the systems purpose and co-created value. At a practical level, we refer to the
opportunity to give a chance to university to operate actively, but not independently
from territory. This is what happens especially where universities are public and need
for an institutional and industrial relations to ensure the growth and the development of
local areas. Unfortunately, not all communities have the capacity to implement smart
growth strategies and collaborative policies to guarantee the territorial viability.

6 Conclusion

The main purpose of this paper is to interpret the University as a Smart Local Service
System (S-LSS) which means as a “place” to share and develop a common sense of
value that is smart, ethically, socially, and economically sustainable for higher edu-
cation and research. This “place” represents what we call a “privileged space of con-
vergence” in which many different actors collaborate according to our conceptual and
methodological contribution to affirm the role of the university as the responsible agent
for the growth and development of a local area.

Our perspective is coherent with the concepts of territory as a system in which
systems dynamics prevail over single structural components, with a shift in focus from
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the traditional mechanisms of governance to shared and collaborative governance
processes [59]. In this favorable context, the university becomes smart which means
educating and transferring specific and deep knowledge to actors supporting the whole
system to develop an absorptive capacity. At the same time, the different expectations
of stakeholders are mediated ensuring the success of complex but cohesive and
co-administered governance. The university’s knowledge heritage not only aims at the
development and sustainability of innovation in a local/regional context [50].
A reflection cannot be detached from the concept of responsibility, i.e. the ability to
generate impacts on its territory of reference, to protect human resources and to pro-
mote and share knowledge, and sustainable research not only at the economic level but
also at the environmental and social level. This means a transition from a social
responsibility of an organization in a certain territory to the social responsibility of a
territory as a whole system. The applicability of our conceptual and methodological
perspective implies the synthesis of three important ingredients through the coordi-
nation of the University as a center of basic and specialized knowledge and democratic
coexistence:

(1) the quality of the involved actors;
(2) the coordination in shared processes;
(3) the sustainability of common results.

Therefore, according to our view, the SS’s contribution is to re-examine the uni-
versity as an active actor in the system with a specific role of knowledge applicator,
moving from a more indirect contribution for the local economic development and
innovation to a more formal role, institutionalized and proactive [23].
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Abstract. We present the design of a system combining augmented reality
(AR) and gamification to support elderly persons’ rehabilitation activities. The
system is attached to the waist; it collects detailed movement data and at the
same time augments the user’s path by projections. The projected AR-elements
can provide location-based information or incite movement games. The col-
lected data can be observed by therapists. Based on this data, the challenge level
can be more frequently adapted, keeping up the patient’s motivation. The
exercises can involve cognitive elements (for mild cognitive impairments),
physiological elements (rehabilitation), or both. The overall vision is an indi-
vidualized and gamified therapy. Thus, the system also offers application sce-
narios beyond rehabilitation in sports. In accordance with the methodology of
design thinking, we present a first specification and a design vision based on
inputs from business experts, gerontologists, physiologists, psychologists, game
designers, cognitive scientists and computer scientists.

Keywords: Augmented reality (AR) � Human-centered rehabilitation
Personalized rehabilitation � Gamification � Human factors
Human-systems integration

1 Introduction

The demographic change is a serious challenge for most European countries and
especially for Germany. The percentage of elderly persons increases, because of both
improving medical conditions and comparatively low birthrates. Besides other areas, an
ageing society challenges especially the healthcare sector. Elderly people are more
susceptible to injuries and diseases [1]. If the percentage of seniors in society increases,
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more people are likely to suffer from health problems. The health sector will be at the
edge of capacity, if 25% of the European population are aged 60 or older, with an
increased risk of diseases and injuries [2].

Keeping elderly people autonomous and at good health for as long as possible does
not only reduce pressure for the healthcare system but is a benefit for society as a whole
[3]. “Active ageing” or “autonomous ageing” are key aims, for example in the
prominent European program with the fitting title “Active and Assisted Living”
(AAL) [4]. Considering the enormous diversity and number of medical histories and
conditions, this seems to be only achievable by treating everyone individually. How-
ever, in the age of fast technical development, especially in the area of information and
communication technology (ICT) new technical devices allow new application sce-
narios, creating combinatory innovations in a multidisciplinary approach.

Virtual reality (VR) and augmented reality (AR) offer promising features for
autonomous health activities, as they allow to integrate digital objects and distant
guiding into health-related activities. In this article, we present the design vision of a
technical device using AR, which allows individualized therapy for everyone. It
incorporates inputs from inputs from business experts, gerontologists, physiologists,
psychologists, game designers, cognitive scientists and computer scientists. However,
individualized therapy is just one application: the universally adaptable design also
allows preventive training and could even support regular sports activities.

2 Related Work

In this section, we start by shortly presenting the medical background. We then discuss
the state of the art development in AR technologies and gamification in the healthcare
sector. Finally, we introduce the concept of design thinking.

2.1 Medical Background

After injuries (e.g., femoral neck fracture) or longer periods of illness, the first phase of
rehabilitation is generally characterized by fast progress and improvements in mobility
and flexibility. However, after the intensive training period in a rehabilitation center,
progress often stagnates once the patient is responsible for regular and autonomous
training. Repeating the same exercises every day is boring, so the training intervals
become longer, which leads to slower progress or even no progress at all. The result: a
lot of elderly patients never regain their previous mobility and flexibility. Unfortunately
for those patients, walking and balancing are basic skills essential for autonomy and a
high quality of life. Several studies associate gait disorders with cognitive deficits [5],
reduced mobility [6], an increased risk of falling [7], a lower overall health [8] and a
general decreased functionality [9]. Therefore, the preservation of a high gait quality is
a fundamental preventative and rehabilitative approach.

In the medical context, several performance-based tests help to evaluate the gait
capabilities of patients. Computer-aided systems (e.g., digital insoles or sensor-based
3D-motion analysis) and acceleration sensors are not yet fully established but offer
promising features. Therefore a system collecting detailed sensor data outside the lab is
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very beneficial: it allows a better analysis and better adaptation of exercises. It this system
also helps to motivate the patients, two major challenges are addressed in one solution.

2.2 Therapeutic Applications of Augmented Reality

In order to improve and pre-
serve the mobility of patients
with multiple sclerosis [10],
a therapeutic system combi-
nes force feedback with a
virtual environment (Fig. 1).
The training exercises are
embedded in an individually
adjustable team game, which
is designed to increase fun
during training sessions. The
system is stationary and
especially created for arm
movements, which limits the
scope of applications to a
limited field of rehabilitation
training.

Another AR-using sys-
tem for upper limb rehabili-
tation is “SleeveAR” [11] (Fig. 2). Its main aim is creating an incentive for autonomous
training without the need of regular physiological guiding.

Projections on the floor offer instructions of the motion sequence and the direction
of the movement, whereas projections on the arm give feedback about incorrect joint
positions and corrections if needed. After the patient has completed a movement, the
system gives feedback on how close the patient’s movement was to a reference
movement previously saved by a therapist. The stationary system for rehabilitation of
the upper limbs and requires a special floor covering and color. These constraints
restrict the aim of autonomous training to specific training locations.

Fig. 1. Gamified AR-system for patients with multiple
sclerosis.

Fig. 2. SleeveAR supports training without instructions by a therapist.
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However, there are not only stationary
AR-systems used for rehabilitation purposes.

Researchers at the University of Washing-
ton developed “TrainAR” (Fig. 3), a portable
training solution for the rehabilitation after
sports injuries [12].

In this solution, the patient wears a
head-mounted display (HMD) which projects
training instructions and training elements (e.g.
obstacles or a soccer goal) into the visual field
of the patient. This system offers a totally
autonomous training with the restriction that a
HMD can be obstructive or uncomfortable (e.g.
for elderly people, or people with glasses).

The targeted solution avoids such problems
by projecting directly on the surfaces of the
natural environment. However, it is much
more susceptible too lighting conditions.

2.3 Gamification

Gamification describes the enrichment of non-playful tasks with elements from video
games, to give a normal real-world task a playful character. This can create motivation,
foster fun and increase the overall user experience. Ultimately, this leads to a better (or
at least a faster) performance of the gamified task.

In the area of education, gamified solutions called “serious games” have already
proven to work well [13]. When game consoles with movement controllers like the
Nintendo Wii (released in 2007) and Microsoft Kinect (released in 2010) came up,
gamification also was applied more frequently in the health sector as application like
“VI-Bowling” [14], or “motivation60+” [15] show.A recent study shows that gamification
approaches are now also applied more
frequently in medical rehabilitation [16].

This is not surprising, as rehabili-
tation exercises can profit especially
from gamification. As pointed out in
the medical background, the process of
regaining flexibility and mobility after
injuries and accidents often needs a lot
of discipline and motivation, which is
sometimes lacking due to convenience
or even emotional traumata [17].
Studies show that more than 65% of the
patients do not follow the rehabilitation
programs [18]. If the trainings are to be
continued at home without supervision,
this percentage gets even worse.

Fig. 3. TrainAR uses a headmounted
display (HMD) for virtual training.

Fig. 4. Humac Norm, a stationary system which
uses gamification for rehabilitation.
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In a comparative analysis of a gamified and a non-gamified balance exercises, the
gamified versions surpassed the traditional ones [19]. For instance, the rehabilitation
system “Humac Norm” (Fig. 4) combines training exercises with classic Arcade games
like Tetris. Another rehabilitation system, the “Lokomat”, was gamified with the game
“Gabarello” [20]. As stated in the previous section, all of these systems are stationary,
which restricts autonomous training. Also, these systems are quite expensive,
extending the budget for home use.

2.4 Design Thinking

Design thinking is often viewed as a new way of generating ideas and products,
combining creativity, interdisciplinarity and a user-centered approach. It is also
regarded as a step away from the more traditional mindset where engineers develop a
product technologically and designers make it “look nice” in the end. Instead, “design
thinking can be seen as an integrative approach which considers both form and
function, takes both functional aspects and emotional involvement into account” [21].
This usually requires to involve experts and practitioners from several disciplines in the
process of generating and evaluating ideas and forming new concepts.

Design thinking not only requires to survey and analyze the users’ needs but also to
envision what products and technologies users may want – without yet being aware of
that desire [22]. Therefore, design thinking often involves the creation of prototypes
which are tested, discarded and reviewed again. This method, accordingly called rapid
prototyping, acknowledges the fact that defining “ideal” requirements or specifications
by asking users at the beginning of a process is impossible. The process can go so far as
integrating users in the development process, as seen in the concept of “living labs”. In
these labs, users can interact with products and technologies which are not yet on the
market – not just for minutes but for hours or even days and weeks. This allows to
determine the long-term acceptance of an innovation.

Instead of a linear process, design thinking follows a looser structure and consists
of overlapping phases of developing, implementing and testing ideas. The collaborators
from various disciplines agree in an open innovation process, accepting that “design is
messy, needs probing, and that showing and testing unfinished work is part of the
process” [21].

3 A Wearable AR-System for Autonomous Rehabilitation
Training

We started a design thinking process to envision a technical device based on AR, which
allows individualized therapy, preventive training and even support for normal sports
activities. It is based on inputs from business experts, gerontologists, physiologists,
psychologists, game designers, cognitive scientists and computer scientists. In the
following we will describe the system’s basic underlying technologies, as well as its
features and capabilities.
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3.1 System Overview

The system is a small,
portable assistive device. It
allows patients to do reha-
bilitation or preventive
training sessions autono-
mously, at any time, in any
location, without further
equipment.

By combining training
exercises with gamifica-
tion elements, the solution
is designed to improve not
only flexibility, mobility
and cognitive skills: it will
also foster fun to keep the
training motivation up,
ideally even beyond the
scheduled rehabilitation
program.

The assistive device itself consists of a micro-projector, several sensors and a
computing device (typically a smartphone). The gamified exercises and instructions are
projected on the floor in front of the user (Fig. 5) and can be adjusted, depending on the
level of fitness, the soil condition and the rehabilitation program.

During the training, data from different sensors is collected and sent to the com-
puting device for further analysis or interpretation by a therapist. In the following, each
element of the system is presented in more detail.

3.2 Micro-projector

To provide an easy and
comfortable use, the sys-
tem’s projector should be
as small, light and bright
as possible. Keeping a
critical eye one the out-
ward appearance and
specifications of the sys-
tem is not only relevant
from a design perspective:
The system’s immediate
appeal will be key to its successful application in rehabilitation and medical environ-
ments. As the projector is worn at the user’s belt, this restricts weight and size, to not
disturb the training, and to be conceived as unobtrusive as possible (Fig. 6).

Fig. 5. Gamified AR-device for autonomous rehabilitation
training.

Fig. 6. Exemplary micro-projector.
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As rehabilitation exercises are often performed during day-time and in luminous
surroundings, brightness is a critical requirement. As a strong laser cannot be used in
training contexts for safety reasons, the projector is based on LEDs which can project
visible objects in daylight. Even with a projector with limited brightness, a wearable
projection on several different organic surfaces in urban conditions and some outdoor
conditions is feasible [23]. However, in bright sunlight the system will soon reach its
limits. Under suitable lighting conditions, the brightness of the projection is auto-
matically scaled to correspond to the illumination of the environment.

Another requirement for the micro-projector is the compensation of the user’s
movements. In order to keep the motivation for training up, the projections need to be
stable and robust. This can be achieved by using data from inertial sensors, which will
be described in the next section.

3.3 Sensors and Data Collection

The system not only provides movement instructions and training exercises, but also
feedback for the user and the therapist. By combining sensors at various positions (e.g.
at the leg, foot or knee), information on movement directions, speed and coordination
can be collected. Mobile inertial measurement units (IMU) are available in a small
package size and can be integrated directly into the wearable assistive device next to
the micro-projector.

An inertial unit consists of 9D-sensors (acceleration, gyroscope, magnetic field) and
detects horizontal and vertical deviation or a possible twisting of the micro-projector
during usage. This allows an adequate recalculation of the viewpoint to secure a precise
projection. Additional external sensors at the limbs could provide information about the
movement accuracy with an expected position error of less than 1 cm [24]. Depending
on the application and the exercise, different sensors can be attached to the body and
controlled by the computing unit.

The therapist can access the collected data via a server or directly at the device. By
interpreting the pre-analyzed sensor data, the therapist can deduce the training condi-
tion of the patient and adjust the exercise scheme accordingly. By incorporating
feedback from both therapists and patients in the design process, we will adapt the level
of feedback as well as the exercise types according to the individual users’ needs.
Furthermore, to allow for the “feeling of control” essential to interactions [25], we will
enable them to adjust exercises, feedback or instructions on their own.

3.4 Outdoor Capabilities

A special feature of the AR training device is the possibility to do outdoor training
(Fig. 7). The LED projector allows visible projections in suitable daylight conditions.
Especially elderly persons highly profit from the training effect outside: after accidents or
injuries with long rehabilitation phases, they often are scared to go outdoors again. This
guided training approach allows outdoor training at an early stage of the rehabilitation,
guided by the device and with frequent data control by the therapist. In the beginning, the
training can also be accompanied by a physically present therapist, who reduces hesi-
tation and worries. At later stages, the outdoor training can be done autonomously.
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The advantages of out-
door rehabilitation training
are the diverse and demand-
ing soil conditions and the
re-familiarization with out-
door settings. Different soil
conditions offer different
training stimuli, which makes
the exercises more effective
and the patients more
self-confident in their own
capabilities. In combination
with small cognitive and
motoric games, the familiar-
ization with outdoor settings is reducing worries and preparing the patient for everyday
life. The realistic training reduces the risk of injuries, resulting in long-lasting reha-
bilitation effects.

The device also allows indoor training sessions, if the patient needs a more con-
trolled environment. The combination of autonomous training, the possibility to get
professional feedback on the health level, the option to adjust the exercise level and the
opportunity to train either inside or outside makes the solution universally usable and
suitable for everyday life.

4 Future Applications

Although the AR-device is primarily designed for outdoor exercises, its applications
are manifold. First and foremost, the solution aims to support and motivate elderly
persons to regain a high level of mobility and gait quality. However, the gamified
training exercises can easily be combined with cognitive tasks to improve also light
cognitive impairments. Foer example, a user can be asked to just touch one specific
color of triangles with the
right foot and ignore any
other color (Fig. 8).

Another application area,
which requires a 90-degree
rotation of the system, is
rehabilitation training for the
upper limbs. If the exercises
and instructions are projected
on a wall, arm coordination
and upper body movements
can be trained, and more
advanced cognition-specific
tasks like mazes can be inte-
grated as well.

Fig. 7. Exemplary use of the AR-device outdoors.

Fig. 8. An elderly person exercising indoors with the
AR-device.
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Another application area is preventive training. If people use the system for keeping
up their health level and balancing capabilities by doing individualized an motivating
exercises, this training device can become an optimal solution to maintain autonomy as
long as possible. Regarding the challenges of the demographic change, this device thus
could work from both directions: rehabilitation and prevention.

As mentioned before, the applications of the AR-device are not limited to the
medical area, to rehabilitation or even to prevention: collecting detailed movement data
and accessing them at a later stage is an interesting feature for both amateur and
professional athletes (Fig. 9). While amateur athletes could get fun information com-
bined with some strengthening or gaming activities during the training, professional
athletes and their trainers can improve motion cycles and movement techniques based
on very detailed information. By adhering to the design thinking process and keeping
an open mindset, other application areas will likely emerge wherever projection is
preferred over HMDs.

5 Conclusion

We started a design thinking process to envision a technical device based on AR, which
allows individualized and gamified therapy, preventive training and even support for
normal sports activities. This first specification is based on inputs from business
experts, gerontologists, physiologists, psychologists, game designers, cognitive scien-
tists and computer scientists.

Fig. 9. AR-device used for sports activities
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The device’s primary function is to augment familiar surroundings for autonomous
rehabilitation training, especially in outdoor settings. By increasing both the autonomy
and the motivation of elderly persons, the systems can contribute to address the
demographic change.

In Sect. 2, we described the underlying concepts and methods: the medical back-
ground, therapeutic applications using AR, gamification, and design thinking. In the
following section we explained the underlying technological components focusing on
projection and sensors. We also pointed out the special requirements and advantages of
outdoor training. In Sect. 4, a range of future applications is described.

Indeed, we envision the AR-device as a universal tool. No matter what age the
users are, once they attach the small wearable to their belt, there is activity for
everyone: rehabilitation exercises, strengthening and balance training, training for the
upper limbs, games involving movement and cognition and of course detailed move-
ment data for therapeutic or sports-oriented motion analysis.

A main contribution of this AR-based training device is that it uses gamification to
motivate the users by permanent feedback and adequate challenges. Thus, they ideally
keep training because it is fun – and then progress is just a natural consequence.
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Abstract. The world of academic teaching is currently characterized by
learning material in the form of books and lecture notes. Constantly renewing
learning content, new concepts, and innovations require a new and more flexible
knowledge base. Numerous initiatives in the e-learning area approach the issue
through renewable digital content. Nevertheless, students in the fast changing
VUCA (versatile, uncertain, complex, ambiguous) world demand for innovative
approaches that focus on imparting competencies in addition to traditional
knowledge. This paper presents the concept and prototype of a new
blended-learning approach to foster creativity and innovation: the “Method
Cards”. We use the well-known format of traditional playing cards to create
learning modules, e.g. representing trends, technologies, or methods. Additional
content is linked through integrated NFC tags and QR codes. We additionally
present the first results of two user studies conducted amongst Master students
as well as in a business environment.

Keywords: Gamification � Innovation � Blended learning

1 Introduction

Teaching academia nowadays focuses more and more on delivering competencies.
With the internet, allowing to easily access knowledge in huge databases it is now
important to be able to process the information in the right way [1]. This especially is
true for applications in innovative academic classes that teach, e.g., various forms of
innovation management. The students are taught how to apply trends, technologies,
and innovation methods that, afterwards should find application in the companies they
work in.

Nevertheless, especially small and medium enterprises (SMEs) of the manufac-
turing sector face enormous challenges in strategically applying these methods. Also,
research in the area of innovation management by now mainly focuses on large
enterprises [2]. These issues can be seen in Upper Franconia, Germany which repre-
sents Europe’s second largest industrialization density [3]. This area is characterized by
an enormous amount of traditional, family-owned SMEs, often also known as hidden
champions in their profession. Unfortunately, it is these industries that believe in their
core values and the processes performed since hundreds of years. Hence, they might in
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future also be intimidated by the faster moving world and topics like digitalization and
globalization. Even though driving innovations is regarded as very important, inno-
vation management - if existing at all – is matter of the boss, who in many cases also
represents the owner of the enterprise [4]. This offers a huge potential for developing
not only a new teaching method, but also a solution to start implementing innovation
methods in small enterprises.

This paper presents a new and innovative method that brings together academic
research and the needs of regional small and medium enterprises in a playful learning
concept. The so called “Method Cards” represent a physical card game that can be used
for both teaching in academia as well as for innovation workshops in small businesses.
We present thee initial card decks, representing topics also taught in innovation
management courses at the university: innovation methods, technologies, and trends.
After a theoretic introduction, we present the development of the first design prototypes
as well as a concept evaluation conducted using the User Experience Questionnaire
(UEQ) [5, 6] as a theoretical basis. The goal is to combine the idea of traditional
playing cards with knowledge transfer and a motivation to collect. The proposed
method will also allow to consequently update the knowledge base by adding new
cards or even complete card decks. While this paper focuses on the basic idea of the
method and the general design of the cards, future research will also include gaming
structure and an evaluation of the learning effects in more detail.

2 Theoretic Background

2.1 Gamification

A method gaining attention since several years, especially in relation to its positive
effects on user motivation and efficiency, is gamification [7]. Gamification describes the
application of game-type elements in non-game contexts with the goal of increasing
user motivation and the creation of an enhanced user experience [8]. Hence, applying
the concept promises an increase in productivity while simultaneously improving user
satisfaction [9].

The method is applied in many ways in organizational contexts. Nevertheless,
literature and practice still demand additional practical examples that prove its effi-
ciency [9, 10]. While previous studies could prove a positive influence of gamification
towards motivation and engagement in everyday processes [11], the payment process at
supermarket self-service checkouts has not yet been investigated. Most attempts to
gamify the shopping experience have been done in online shopping or during the
shopping process inside shops. The website Groupon, for example, implemented the
so-called “SOS mechanic”, where a certain number of people needed to order a service
to get a cheaper price [12]. This way the company motivated their customers to
additionally market their promotions and to motivate others in also ordering them.
Lounis et al. [13] examined the use of gamification to promote a sustainable buying
behavior for fast moving consumer goods. They found that customers, in general, are
willing to participate in gamified services. Nevertheless, the results cannot be gener-
alized, as different personality traits demand different ways of implementing
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gamification elements. The authors even state that a gamification scheme needs to be
customizable and personalized to become efficient.

Gamification has also been found to enhance the retail experience in online
shopping. Insley and Nunan [14] proposed to adjust the way of integrating game
elements into the shopping experience in dependence of the customers’ shopping task
(e.g., recreational vs. functional shopping). They found that gamification can influence
consumer behavior, e.g., reducing undesirable actions as the misuse of policies. Niels
and Zagel [15] also share an example of gamified self-service checkouts and clarify
how the method influences user motivation.

A concept linked to gamification but focusing more on a utilitarian value regarding
education and training is the one called Serious Games [16]. Studies show a significant
increase in the positive attitude towards learning and better learning results if content is
taught through Serious Games techniques. Nevertheless, Korn [17] also mentions the
challenges of integrating valuable educational content into game scenarios.

2.2 Blended Learning

The term “Blended Learning” describes a combination of physical presence learning
with additional digital/electronic content [18]. This might, for example, include
computer-based trainings in labs. Currently more and more different teaching forms are
mixed to mutually compensate the drawbacks of single teaching forms. An important
component of Blended Learning is self-studying [19]. The strategy of combining
physically available information with additional digital content plays an important role
in the subsequent development of the Method Card concept presented in this paper.
While the paper at hand focuses on the design and layout of the physical cards, the idea
of linking to digital content needs to be considered in the prototyping phase.

2.3 Existing Card Games and Methodologies

An evaluation in form of a literature review as well as a laboratory study was conducted
regarding existing card games and their potentials for knowledge delivery, gaming, and
if they might be collected or not. For the use case at hand, especially the more tradi-
tional card games are of interest. Therefore, we identified the most well-known card
types and rated them regarding the before-mentioned aspects (see Table 1).

Table 1. Card game research (average rating, + existing, − not existing, o partly existing).

Card game Gaming incentive Knowledge transfer Collectible

Happy Families + + o
Poker + − −

Pokémon + o +
Trump + + o
Learning Quiz + + o
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The evaluation was conducted amongst eight subjects, each providing their opinion
on the implementation of each aspect in the respective game types. The goal of this
evaluation was to identify an existing card game as a potential starting point for the
development of our method cards. Obviously, none of the card games (see Fig. 1) can
address all three investigated aspects. This leads to the conclusion that a new card game
needs to combine the elements of multiple existing systems.

3 Method Cards Design Prototype

The previously discussed background research serves as a basis for the development of
our method cards. The goal is to use them in academic teaching as well as for con-
ducting innovation workshops in small companies. A brainstorming session amongst
20 students and four professors conducted in December 2017 lead to several aspects
that need to be considered for creating the first card decks. These are:

• Design: This aspect includes not only arrangement of the print on the cards but also
their physical shape and size. Aspects like logos, color, or text size need to be
considered as well.

• Information: Starting off with a blank card, space available for including infor-
mation is rare. Hence, it needs to be decided, which gaming elements and which
information on the respective method, trend, or technology should be included.
Also, it needs to be defined, if content should be included only on one or on both
sides.

• Game type: The content shown on the cards should on the one side provide enough
information on the methods, technologies, or trends. On the other hand specific
elements (KPIs, card numbers) need to allow the development of a game structure.

• Digital content: To overcome the size limitation of a playing card, the potentials of
blended learning should be used by leveraging the functionalities of QR codes or
NFC tags. These would link the user to additional and digital content.

• Topics: The core idea of the method cards is to provide a broad overview about
topics relevant for innovation management. These might include innovation
methods, trends, and technologies, but also more specific topics around, e.g., ethics,

Fig. 1. Investigated Card Deck Types. From left to right: Trump [20], Pokémon [21], Poker
[22], Learning Quiz [23], Happy Families [24]
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team dynamics, or leadership. These topics may also focus on the specific needs of
the local SMEs.

For the first prototypes, it was decided to develop three more general card decks
that can be used in innovation workshops independent of a respective industry, rep-
resenting basic knowledge taught in an innovation management: innovation methods,
technologies, and trends. The gaming type applied in our method card system is still
undefined. Nevertheless, the existing “Happy Families” card design is found to be a
good example and well suited as an initial starting point. It represents the best real-
ization of the investigated mixture of gaming incentive, knowledge transfer, and the
possibility to collect which basically represents the general goal of our concept. Hence,
our card decks will (comparable to “Happy Families”) consist of 52 individual cards,
each representing one individual method, trend, or technology. As many teaching
guides mention the importance of visual aspects when it comes to a potential learning
success, we initially focus on the general design of our method cards.

3.1 Shape

The shape of playing cards is limited by several factors. It is important to focus on a
high level of (physical) usability. This can be done by users associating the final shape
with existing game cards they might know. The size also defines the space available for
content and images. Also, too much information limits clearness and consequently the
learning effects.

Most of the card types have a quite similar format when it comes to size and shape.
They have been analyzed and compared (see Fig. 2). All of them show rounded cor-
ners. While the Trump cards are the biggest, they also provide most information.

The narrow-elongated shape of the cards reviewed allow the user to hold many
cards in one hand simultaneously. Their rectangular form allows keeping an overview

Fig. 2. Comparison of Card Formats (Trump 6.2 cm � 10 cm, Happy Families 6 cm � 9 cm,
Poker 5.6 cm � 10 cm)
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about parts of the card content without completely covering the motifs. The rounded
corners protect from damages and make it easier to shuffle, if needed.

To decide for the best suitable format for the method cards, paper prototypes in
different sizes have been created and tested by 10 independent subjects in a laboratory
study. The goal was to evaluate general appearance and handling. All the prototypes
had an identical color and thickness and did not include any content. In addition to
sizes of popular cards as shown above, we added a new format of 7 cm to 10.5 cm. The
reason behind was that a larger card format would allow the integration of extended
content. Results show that while a format of 7 cm to 10.5 cm is preferred by 9 of 10
subjects, no differences were mentioned regarding the handling of the cards. This
format is used in the further proceeding of the card creation.

3.2 Color

Extensive research has been conducted in the area of color psychology. The learning
platform “Diplomero”, for example, mentions that colors arouse emotions and asso-
ciations through which learning effects might be enhanced and intensified [25]. It is
furthermore proposed to refrain from using neon colors, bright colors, as well as the
arbitrary application of too many colors. In addition, aspects like differences in color
perception amongst different cultures may also play an important role. More than 180
million people are color blind [26]. Hence, a newly developed card game should be
created in a way that sparsely uses colors in an intelligent way.

3.3 Design and Layout

Using the aforementioned results, additional prototypes were created including card
content and coloring. The goal was to cover the following requirements: (1) Multiple
categories should be covered that are also represented in the course outline of the
innovation methods of the university. (2) For each category multiple subtopics/methods
should be realized and briefly described on the cards. (3) To arouse interest in various
topics and methods and to verify suitability for playing, each card should also include
certain KPIs to value, for example, innovational strength, previous knowledge required,
complexity or manpower needed for a successful application of the method in a
business environment. (4) In addition, it should be possible to individually identify
each of the cards. The given ID represents the category and a collective number.

These aspects were applied in the prototypic design of the cards that, after several
iterations, lead to the visualization shown in Fig. 3. This design was also used for a
further evaluation.

4 Prototype Evaluation and Results

After finalizing the general layout of the method cards, their design and the overall
concept was evaluated. To conduct the evaluation, multiple small card decks covering
the categories “Innovation Methods”, “Trends & Evolutions”, “Technologies”,
“Communication”, and “Management” were developed. The goal of developing an

Method Cards – A New Concept for Teaching in Academia 235



initial set of different card decks was to show the easy extensibility of the concept by
adding additional cards to one card deck or even adding completely new categories (see
Fig. 4). The addition of digital content through integrated NFC tags inside or printed
QR-codes on the back of the card was only verbally mentioned.

Multiple methods were applied in the evaluation among 30 subjects (students,
professors, externals). To receive as much feedback on the concept as possible, qual-
itative and quantitative research methods were combined. As an explorative evaluation
method, we applied the feedback-capture-grid [27], a method often used in Design
Thinking research. In this method subjects have the possibility to openly provide

Fig. 3. Method card layout

Fig. 4. Card decks used for the evaluation
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feedback in the categories “Things that I liked most”, “Things that could be improved”,
“Things that I don’t understand”, and “New ideas to consider”.

Feedback shows that the subjects liked the small format of the cards as well as the
combination of a valuable knowledge base with a game approach. Also, the modern
design including the chosen icons were positively mentioned along with text design
(black text on white background). Nevertheless, and while some of the respondents
positively noted the color coding of the different categories, others were asking for
brighter colors. Interestingly this aspect stands in contrast with state of the art research
[25]. Respondents criticized font size and the proposed given categories of the KPIs
(which is also the only aspect responded as not understood). They need to be identical
along the different card decks for being able to mix them. The subjects also demanded
for using thicker paper for increasing the perceived quality and durability of the cards.
Some also asked for more detailed content printed on the cards. New ideas were limited
to the content provided. While some asked for less text to increase clearness, others
demanded for additional information.

Following the qualitative evaluation, a quantitative test was conducted using the
User Experience Questionnaire by Laugwitz et al. [5, 6] as a basis. In its original
version, it is used to measure user experience, focusing on perceived attractiveness,
quality of use, and design quality. Originally being used for the evaluation of software
systems we transfer the general idea of its application to our physical use case by
adding aspects of interest and our own categorization to capture feedback on the
subjects’ first impression, design, content & text, as well as the shape of the cards. The
results are shown in Fig. 5.

The questionnaire consists of word pairs of contrasting attributes that may apply to
the tested process, system, or software. The items are arranged in the form of a
seven-stage semantic differential. We intentionally did not sort e.g. positive expressions
to one specific side of the table as for the given use case some aspects need to be
interpreted individually. In general, the results are comparable to the qualitative ones.
The categories “first impression” and “design” show a slight positive rating over all
elements, detailed analyses of the “content and text” subject show divided opinions.
This verifies the verbal feedback already gathered through the feedback capture grid.
Consequently, the amount of text as well as the general information provided need to
be reworked. Positively, the shape and general form of the cards is well accepted, as
many of the subjects compare the cards to the card games they already know.

5 Conclusions and Future Research

The development and evaluation process of the method card design showed possibil-
ities for a further improvement of their design and structure. The feedback provided
through the qualitative and quantitative evaluations was consequently used to update
the design of the cards. This not only included modifications in font size, but also a
re-arrangement of the content. Coloring was not modified, as it was not mentioned as a
clearly negative aspect. In addition, the category KPIs are harmonized, keeping the
respective logos. This resulted in the new design shown in Fig. 6.
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The resulting design will be used for our future research. It will be used to develop
the gaming method as well as to evaluate learning effects. The results might lead to
another revision of the design. After the development of three complete card decks
(innovation methods, trends, technologies), their application will be tested in three
different scenarios: a master course for innovation management covering 70 students,
an innovation workshop in form of a hackathon, as well as in a business setting in a

1 2 3 4 5 6 7
1 conventional original
2 outdated modern
3 unobtrusive obtrusive
4 refreshing narcotic
5 boring exciting
6 not interesting interesting
7 diversified monotonous
8 pleasant unpleasant
9 of low quality of high quality

10 tidy messy
11 good bad
12 attractive unattractive
13 intuitive counter-intuitive

14 obstruictive supportive
15 conventional inventive
16 creative dull
17 confusing clear
18 conservative innovative
19 good bad
20 non-supportive content supportive content
21 neutral playful
22 appropriate inappropriate

23 good to read bad to read
24 complicated easy
25 clear confusing
26 interesting not interesting
27 easy to learn hard to learn
28 good bad

29 convenient impractical
30 conservative inventive
31 meets expectations does not meet expectations
32 good bad
33 handy bulky

Shape

Content & Text

Design

First Impression

Fig. 5. Questionnaire results
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SME. The application in form of a card game will be tested separately. By then, each of
the cards will furthermore act as the physical “portal” to additional digital content by
integrating the beforementioned QR-codes and NFC tags, linking to a digital platform.
These upcoming evaluations will therefore act as a proof of concept for a future rollout
and commercialization.

In future studies, we will also be able to evaluate learning effects in comparison to
traditional methods in education as well as in business settings. The integration of
gamification elements into the platform offering the digital content might further
enhance these effects.
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Abstract. This study used data collected from 2270 participants to investigate
the impact of computer-related causal attributions on users’ persistence. Attri-
bution theory deals with subjectively perceived causes of events and is com-
monly used for explaining and predicting human behavior, emotion, and
motivation. Individual attributions may either positively or negatively influence
one’s learning behavior, confidence levels, effort, or motivation. Results indicate
that attributions indeed influence users’ persistence in computer situations. Users
with favorable attribution styles exhibit greater levels of persistence than users
with unfavorable attribution styles. The findings can be used in HCI research
and practice to understand better why users think, feel, or behave in a certain
way. It is argued that an understanding of users’ attributional characteristics is
valuable for developing and improving existing computer learning training
strategies and methods, as well as support and assistance mechanisms.

Keywords: Human factors � Applied cognitive psychology
Computer-related causal attributions � User persistence � User motivation

1 Introduction

Attribution theory deals with causal explanations people find for successful and
unsuccessful outcomes and how they influence individuals’ behavior, emotion, and
motivation [1, 2]. This paper contributes to HCI research and practice by applying
attribution theory, which to date has not received ample attention in the HCI com-
munity (e.g., [3]), although it is one of the most influential bodies of research of social
psychology in the last 50 years [4]. For example, prior research has shown, that the
users’ computer-related problem-solving motivation depends on the attribution style.
Users with favorable attribution styles exhibit greater levels of motivation in problem
handling than users with unfavorable attribution styles [5].

To our knowledge, the impact of attributions on the users’ persistence in computer
situations, in particular in success situations, has not been investigated yet. However, a
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deeper understanding of how Causal Attributions impact users’ persistence can help to
design systems that fit their users’ need better.

Persistence, as a personality trait, is often associated with stubbornness and per-
fectionism. It is often seen to be the prime ingredient in success in many pursuits such
as athletics, academics, business, etc. Especially in a technologized world like ours, it is
important to exhibit a sufficient level of persistence, for example, to handle even
complex computer-related tasks. But why are some people more persistent in
computer-related activities than others? Are personality traits like causal attributions
responsible for persistence? These are the questions this paper will attempt to answer.

Persistence was often studied in terms of cultural differences. For instance, in a
study conducted by Blinco (1998), it was found that American students are less per-
sistent in learning than their Japanese counterparts. However, gender and school type
could be excluded as influence factors [6]. Another study by Heine (2001) tested
cultural differences between American and Japanese subjects on responses after success
or failure situations regarding their task persistence [7]. The study confirmed that the
Japanese subjects were more persistent in post-failure situations than their American
counterparts. As a reason for the result, it was speculated that the Japanese subjects are
more likely to attribute the cause of the failure to themselves, while Americans were
more likely to believe that external factors caused the failure. Because Japanese tend to
see themselves as the cause of the failure, they rather believe they could also solve the
problem themselves. A further study among Western European and Chinese partici-
pants has shown that Chinese users (57%) are more likely to attribute computer-related
success to external circumstances than Western Europeans (24%) [8]. The authors
explain the external attribution patterns in success situations as a form of modesty that
gives credit to others for their impact on individual success. These cultural studies
hinted that computer-related task persistence may be predictable based on attribution
style.

In this paper, persistence refers to the willingness to exert large amounts of effort
over long periods of time to achieve a computer-related a goal. The goal of this study is
to explore the relationship between different computer-related attribution patterns and
the persistence of computer users. Strategies for avoiding and reframing negative
computer experiences are also considered.

2 Theoretical Background and Related Work

In attribution research, a distinction is made between internal and external causes
(locus) perceived by the individual. For example, a person may either feel responsible
for a positive or negative outcome (internal) or relate it to external circumstances [9].
Three further dimensions are distinguished: Stability, controllability, and globality [1].
Causes are considered as stable, i.e. persistent over time or as unstable and singular.
Furthermore, causes can be perceived as controllable or uncontrollable, as well as
generally taking effect (global) or only applicable to a certain (specific) situation [10].

Stable attribution patterns which are present in a wide range of situations are called
Attribution Styles. Originally, attribution styles derive from clinical psychology to
explain and predict depression. Persons with a pessimistic attribution style tend to
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blame themselves when things don’t go right (e.g., “it was my fault”) and will not take
credit for success, (e.g., “I was just lucky”). Contrary, persons with an optimistic style
rather take credit for success and do not put the blame on themselves for things that go
wrong (cf. [11–13]). Overall, people with an optimistic attribution style are more likely
to succeed [14].

Research has shown that attributions are domain specific (e.g., [1, 15]) and
therefore attribution patterns reported in other research areas may not represent the
perceptions of computer users. They may even be completely unsuitable for an
application in the HCI domain. Moreover, the application and theoretical testing of
attribution theory is fairly young in the field of HCI research, compared to other
disciplines. Nevertheless, it has already received some recognition and was found to be
relevant in some HCI research issues. For example, it has been applied to explain
computer system adoption [16], effects on users’ evaluations of system quality [17],
post-training reactions to and performance of computer systems [18], development of
strategies to overcome computer anxiety [19], course performance [14], and satisfac-
tion [20]. For a detailed review of attribution theory in the context of HCI, see [3].
Interestingly, the effects of causal attributions on users’ persistence in computer situ-
ations have not been researched in detail yet.

Current research on attribution theory in the field of HCI tends to cluster people
with regard to their computer-related attributions and developed a typology of six
central computer-related attribution styles, three styles each for situations of success
and failure. Similar to clinical psychology, optimistic styles (characterized by a feeling
of control toward the technical systems) and pessimistic styles (marked by feelings of
helplessness and resignation), as well as more ‘neutral’ styles, were found [21]. For
situations of success, the Confident, the Realistic, and the Humble style were identified.
Persons with a Confident style may explain their computer-related successes as “I am
competent and responsible for my own success”. They tend to attribute success to
internal, stable, controllable, and global causes. Persons with a Realistic style expect
that “Sometimes I am successful, sometimes not”. They attribute the reasons for suc-
cess rather temporally unstable and situation-related. For persons with a Humble style,
the explanation is “This time I was lucky”. They attribute success to external factors
and experience only low levels of control when using computers [21]. For situations of
failure, the Confident, the Realistic, and the Resigned styles were found. Persons with a
Confident style reckon “I know it was my fault, but next time I will do better”. They
have high internality values and feel responsible for their failures, but also feel in
control of the situation. For persons with a Realistic style, the explanation is “This time
I failed, but I don’t worry about it”. They see internal as well as external reasons for
failures and believe that they change over time and depend on a specific situation.
Finally, if a failure occurs, persons with a Resigned style might feel “I never understand
what computers do”. They see external and temporally stable reasons for their failure
and feel they have little control over the situation [21]. We will build on this typology
of computer-related attribution styles in our study.
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3 Methodology

3.1 Sample

A total of 2270 persons participated in this study (50.7% female and 49.3% male). The
mean age was 42.21 years (Median = 42, SD = 13.13 years, range: 18–79). The
general level of education was quite balanced, ranging from “without a school-leaving
qualification” up to “university degree”. They subjectively self-assessed their computer
skills on a 7-point Likert-type scale ranging from 1 (low) to 7 (expert) on average at
5.25 (Median = 5, SD = 1.378, range: 1–7). In order to provide a well-balanced
sample, participants were paid and recruited via an online research panel.

3.2 Measures

Attribution Questionnaire. The Attribution Questionnaire is an established and
validated questionnaire to determine users’ causal attributions in the field of HCI [22,
23]. The instrument includes hypothetical depictions of events, five addressing positive
outcomes (success) and five addressing negative outcomes (failure). Sample events
included, “Imagine you are working on a foreign computer. It is very easy for you to
adapt to the new and unknown user interface.” (success) and “Imagine while creating a
document with the computer, you delete a text page. You are not able to recover this
page.” (failure). The perception of each event is rated on the four attributional
dimensions of locus, stability, controllability, and globality. These dimensional items
are answered on a 7-point Likert-type scale. Table 1 shows an excerpt from the English
version of the dimensional items for failure situations. The items measuring attributions
in situations of success are worded analogously. The construct allows to examine
attributional dimensions separately, but also to determine overall attribution styles by
using cluster analyses.

Users’ Persistence Questionnaire. The Achievement Motivation Inventory (AMI) is
an established personality inventory designed to measure the key dimensions that are

Table 1. Excerpt from the attribution questionnaire to measure the attributional dimensions in
failure situations [22, 23].

What caused the breakdown?
I would locate the cause of the breakdown…

internally (I am to blame) 1  2  3  4  5  6  7 externally (the system is to blame)
The cause of the breakdown is…

a singular event 1  2  3  4  5  6  7 recurring
The cause of the breakdown is…

controllable 1  2  3  4  5  6  7 uncontrollable
The cause of the breakdown is likely to promote other breakdowns…

just in this situation 1  2  3  4  5  6  7 in other situations as well
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addressed in different motivation theories. It is founded on the theoretical work related
to the German Leistungsmotivationsinventar (LMI) [24] and contains 17 dimensions or
“performance orientations” measured with 10 items each: compensatory effort, com-
petitiveness, confidence in success, dominance, eagerness to learn, engagement, fear-
lessness, flexibility, flow, goal setting, independence, internality, persistence,
preference for difficult tasks, pride in productivity, self-control, and status orientation.
The items to be responded by participants on a 7-point-Likert scale ranging from
“strongly disagree” to “strongly agree”. The evaluation has a total value or score, as
well as dimension-specific scores. It is possible to consider both, the values for each
dimension separately or the total value across all 17 dimensions. However, in this
work, only the dimension “Persistence” was considered and the items were slightly
modified to fit the topic of HCI. For example, “When I’m working on the computer, it’s
hard for me to keep up my efforts for a long time” instead of the more general statement
“It’s hard for me to keep up my efforts for a long time”. Moreover, to improve
reliability, three items with poor selectivity (rit < .30) were eliminated. Table 2 shows
the final English version of the questionnaire items.

3.3 Procedure

In the online survey, the participants were presented with ten hypothetical events (five
success and five failure situations) to measure attributions (See Sect. 3.2 – Attribution
Questionnaire). The participants were instructed to imagine the respective situations as
realistically as possible and to assess the cause of each situation on the four attribu-
tional dimensions of locus, stability, controllability, and globality (Table 1). Further-
more, they were asked to fill out the Persistence questionnaire. In addition, measures of
demographics and computer experience were administered.

Table 2. Adapted persistence questionnaire items and results. Items denoted by * are inversely
coded. Mean values and standard deviations for items and overall scale.

Item Mean SD

When I am determined to do something on the computer, and I don’t
succeed, then I do everything I can to still accomplish it.

5.75 1.26

When I’m working on the computer, it’s hard for me to keep up my efforts
for a long time.*

4.83 1.68

I could accomplish more on the computer if I did not fatigue that fast.* 4.80 1.74
When working on the computer, there is hardly anything that could distract
me.

4.11 1.59

When working on the computer, it’s hard for me to concentrate for a long
time.

4.69 1.72

If something goes wrong, while working on the computer, I give up quickly.
*

5.46 1.50

When working on the computer I find it hard to focus my attention on what I
am doing.*

4.86 1.63

Overall scale 4.73 0.75
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4 Results

K-means clustering was used to classify the attribution data (attributional dimensions)
into existing clusters and to determine the attribution styles for each participant. Clusters
identified in prior studies [21] served as the basis for classification (cf. Sect. 2).

The distribution of the individual clusters is relatively balanced for success situa-
tions. Cluster analysis revealed 736 with a Confident, 882 with a Humble, and 652 with
a Realistic attribution style. In failure situations, merely 405 attributed in a Confident
style, while 962 attributed in a Resigned, and 903 in a Realistic style. Table 3 shows
the mean values for the six clusters. ANOVAs were calculated showing significant
differences between clusters.

4.1 Persistence Questionnaire

In a first step, inversely coded variables were inverted. Higher values on the overall
scale as well as the subscales indicate a higher willingness to exert large amounts of
effort over long periods in order to reach a computer-related goal. The results show that
the overall persistence of the participants is slightly above average (Table 2). Relia-
bility (Cronbach`s alpha) for the total score is a = .822.

4.2 Correlation Analysis

Attribution styles and user persistence were tested globally for differences followed by
post-hoc tests (LSD) for pairwise comparison. Because of non-normally distributed
data the Kruskal-Wallis-Test was used instead of analyses of variance.

Kruskal-Wallis tests revealed significant differences concerning situations of suc-
cess and failure (Table 4). Post-hoc tests results show that users with favorable attri-
bution styles exhibit more persistence in computer-related tasks. Table 5 shows the
results of the post-hoc test and the user persistence mean values for each attribution
style.

Table 3. ANOVA results for success and failure clusters.

Success Confident Realistic Humble F value p η2

Locus 1.96 2.43 4.16 150.133 <0.001*** 0.117
Stability 6.23 3.99 4.59 84.731 <0.001*** 0.070
Controllability 1.71 2.54 3.99 173.687 <0.001*** 0.133
Globality 5.71 3.25 4.22 69.004 <0.001*** 0.057
Failure Confident Realistic Resigned F value p η2

Locus 2.61 4.23 4.37 34.061 <0.001*** 0.029
Stability 2.81 3.45 4.80 76.784 <0.001*** 0.063
Controllability 2.34 3.29 4.21 65.270 <0.001*** 0.054
Globality 2.68 3.14 4.63 113.152 <0.001*** 0.091

*** = p � 0.001
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In situations of success, the analysis showed significant differences between per-
sons with the Confident and the Realistic styles (p < 0.001; M = 5.06 vs. M = 4.74),
between persons with the Realistic and the Humble styles (p < 0.001; M = 4.74 vs.
M = 4.46), as well as between persons with the Humble and the Confident styles
(p < 0.001; M = 4.74 vs. M = 5.06). Persons with the more favorable attribution styles
exhibit greater levels of persistence than users with the more unfavorable styles.

In situations of failure, the analysis showed significant differences between persons
with the Resigned and the Confident (p < 0.001; M = 4.52 vs. M = 4.89) styles, as
well as between persons with the Resigned and the Realistic (p < 0.001; M = 4.52 vs.
M = 4.88) styles. Persons with the favorable Confident and the more neutral Realistic
attribution styles exhibit greater levels of persistence than users with the unfavorable
Resigned style.

5 Discussion

This study aimed to examine the relationship between computer-related attributions and
users’ computer-related task persistence. This section discusses the findings of the
present study, its limitations, and offers suggestions for future research and practice.
The results show that attribution styles indeed impact users’ persistence. Users with
favorable attribution styles are significantly more persistent in achieving a
computer-related goal than persons with the more unfavorable styles.

The findings can be used in HCI research and practice to understand better why
users think, feel, or behave in a certain way. Thus, design principles could be devel-
oped to support different types of users in a specific way. To our knowledge, this is the

Table 4. Relations between attribution styles and user persistence in situations of success and
failure - results Kruskal-Wallis test.

Chi2 df p

Success 257.782 2 <0.001***
Failure 125.350 2 <0.001***

*** = p � 0.001

Table 5. Relations between attribution styles and user persistence - post-hoc test (LSD).

Success Mean persistence p

Confident 5.06 Realistic <0.001***
Realist 4.74 Humble <0.001***
Humble 4.46 Confident <0.001***
Failure
Confident 4.89 Realistic 0.772**
Realist 4.88 Resigned <0.001***
Resigned 4.52 Confident <0.001***

** = p � 0.01; *** = p � 0.001
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first study that directly examines the impact of computer-related causal attributions on
users’ task persistence. Therefore, this study contributes to a more complete and
detailed knowledge of users’ computer-behavior. The results encourage further
research on causal attributions as personality traits in HCI research.

There are also implications for practitioners who develop and design computer
systems. This study sheds light on different types of computer users regarding their
explanations for successful and unsuccessful outcomes when working on computer-
related tasks. In order to motivate people to put forth high effort to achieve a goal,
several measures might be explored. For example, attributional retraining [25], which
suggests that individuals’ performance will increase when they learn to ascribe causes
to more favorable attributions, could be a promising approach. Thus, our results are
valuable for developing and improving existing computer learning training strategies
and methods, as well as support and assistance mechanisms for users. Practitioners
should attempt to adapt these findings and design specified systems by, for example,
including attributional retraining strategies. This could be done, for example, by pro-
viding feedback that changes the beliefs of the users about the cause of
computer-related outcomes (e.g., comments that contain the desired attributions).
A first approach in this direction was made by [26]. They investigated the effect of
different attributional wordings of error messages. System developers and designers
should bear this in mind and future research should take this into consideration.

The present study also faces some limitations. First, the research design of this
study carried certain limitations. Standardized hypothetical use situations were chosen
to create a similar experience for all participants. Moreover, this method enabled a high
number of participants. However, a drawback is that the situations were somewhat
artificial and unrelated to the participants’ normal use habits, which might result in
reduced intensity and significance of the imagined situation (cf. [21]). Future research
should bear this in mind and investigate these relations in real use situations.

Furthermore, participants are from Germany only and as mentioned above there is
some evidence that people from other countries differ in their attributions [8]. In this
regard, future studies should investigate cultural differences by expanding into a more
international context.

Finally, the results presented here give insights regarding the relations between
computer-related attributions and users’ persistence. However, to make the findings
more usable in practice, future studies should investigate the effects of reattribution
training methods on users’ persistence.
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Abstract. The interdisciplinary research of neuromarketing shows that the
conscious and rational consumer is only an illusion, whereas emotions have a
significant influence on consumer behavior. Therefore, this study examines the
effect of emotionalized e-com pages on visitors’ emotions as well as on their
behavioral intention in hedonic situations. Three landing pages are conceptu-
alized using diverse techniques of emotional boosting along with different
procedures of triggering distinct levels of neuronal activity. The impact of these
landing pages is examined in an online survey, generating a sample of 391
participants. The resulting dataset is analyzed by using structural equation
modeling to test the proposed hypotheses. The results confirm that emotions can
be triggered only by seeing a landing page of an e-com store and that these
emotions influence the behavioral intentions. Additionally, the study shows a
moderating effect of long-term involvement and mood and provides recom-
mendations for appropriate and well-designed websites.

Keywords: Emotion � Human factors � e-Commerce � Landing pages
Design strategies

1 Introduction

The latest research in the interdisciplinary field of neuromarketing has proven that the
conscious and rational consumer is only an illusion, whereas emotions are a critical
factor in consumer behavior. Studies for example by Häusel [1] and Pispers [2] indicate
that only 5% of decisions are made consciously while the remaining 95% are made by
an unconscious autopilot, which is triggered by emotions. Therefore, examining
emotions in the context of consumer research is crucial. One field, where emotions are
especially important, is apparel shopping. Because of the emotional character of clothes
[3, 4], it is necessary to create an emotional offering and atmosphere. This is especially
important for online shopping because products cannot be touched and therefore no
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emotions can emerge from physical contact. One special category of apparel is
sportswear, which combines the emotional character of clothes and sports. The
importance of an appealing website design is underlined by the fact of on average 30%
of visitors leaving websites due to a lack of rich media content [2]. In addition, 90%
leave apparel websites after the third click, regardless of how good the functional
features of the website are [5].

In general, the share of the German population shopping online has increased
rapidly from 9.7% in 2000 to 67.6% in 2016 [6]. However, despite this impact for the
German market, there seems to be a need for improvement. Visiting the e-com pages of
the two most important sportswear brands in Germany, adidas and Nike [7], shows how
similar and basically interchangeable the stores appear on the first impression. To get
the online store visitors to buy the specific brand, sportswear provider need to trigger
their customers in the right manner (Fig. 1).

In this paper, we examine how emotions can be evoked by website design and how
online shoppers of sportswear can be influenced by emotionalizing the online store.
Therefore, we extract different design guidelines to arouse emotions from literature.
Because shoppers only need seconds to build their opinion on an online store [2], the
focus of this study is placed on the landing page.

2 Literature Background

Various definitions of emotions emerge in the academic literature [8]. While some
define emotions as a static condition, others approach it from a more dynamic point of
view. One reason for this might be that emotions are important in different scientific
areas such as psychology or business studies [9]. Analyzing various established defi-
nitions [10–14] shows that behavior is an important component of all definitions,
revealing the importance of the behavioral influence of emotions. Another important
aspect is the object relation, which means that emotions refer to an object or are
triggered by an object [9]. This is especially important for this study because emotions
shall be triggered by websites that can be seen as external stimuli. In this study, we
defined emotions as a subjective mental state that is related to a specific object and
influences the behavior or at least the motivation of a person.

Fig. 1. Screenshots of the adidas and Nike online stores (www.adidas.de; www.nike.de)
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The basis of this study is placed in environmental psychology, which assumes that
the environment influences the way individuals feel and behave. This connection is
mostly seen as a stimulus-organism-response (S-O-R)-connection, in which the envi-
ronment acts as a stimulus that triggers reactions of the organism and leads to
behavioral reactions [15]. In accordance with this connection the
pleasure-arousal-dominance (PAD) model by Mehrabian and Russell [15], which
defines the organism as the emotional response of a person and measures emotions by
three bipolar dimensions is used for this study. The three dimensions of the PAD model
are: pleasure – displeasure, arousal – nonarousal and dominance – submissiveness.

3 Derived Hypotheses and Design Strategies

As emotion becomes stronger when there is a distraction or cognitive overload [16], we
choose to conduct a field experiment. Following the approach of Eroglu et al. [17], we
expanded the PAD model by Mehrabian and Russell by including attitude as a
mediating variable and satisfaction as a response. The response comprises satisfaction
regarding the online store as well as the degree of approach behavior of the individual,
for instance, to show willingness to explore the online store [17]. Although it is
assumed that the first impression of an online store influences the whole shopping
behavior [18], this procedure is chosen for the study as it might be hard for the
participants to imagine how they would behave in that online store without being able
to get to know more about it. Therefore, these two more unconsciously made responses
are included to measure the effect of the landing page. Based on the original model and
the expansion of Eroglu et al. [17], the following hypotheses are tested:

H1: Landing pages can trigger emotions.
H2: Higher pleasure and arousal lead to higher attitude, more satisfaction, and
greater willingness to show approach behaviors.
H3: Dominance does not influence the response in the form of satisfaction and
approach behavior.
H4: Attitude partly mediates the influence of emotions on satisfaction and will-
ingness to approach.

Another included variable is the involvement, meaning the degree of subjective
relevance of an object [19]. Based on the insights from Eroglu et al. [17] as well as Ha
and Lennon [20] low task-relevant cues seem to significantly influence emotions only
in low involvement situations. Considering that situational involvement is an important
moderator [17, 20] and no study has examined the (potential) effect of long-term
involvement for internet and sports, it is included in this investigation.

H5: The influence of the environment on emotions is moderated by long-term
involvement.

The actual mood of the participant is also included as a moderator between the
environment and the organism because a different mood can change the emotional
reaction to any environment [21]. In the research of Kim and Lennon [22], mood is
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found to be positively related to pleasure and arousal, stating that the influence of a
stimulus on the emotional response is moderated by mood.

H6: The influence of the environment on emotions is stronger for a good mood.

It is assumed that the more neurons that are addressed, the higher is the resulting
emotional response. The lowest level of addressing neurons is in the case where only
an object is observed. More neurons are triggered when mirror neurons are addressed,
e.g. when observing an actor. According to Capa et al. [23] and Kiesling [24], even
more neurons are addressed if the participant is put into the situation himself and not
only observes an actor. Based on these considerations, the landing pages represents the
three levels of neuronal activity, having in mind that every situation triggers emotions
and that by mirroring a situation, the participant experiences the same emotions as if
being in the situation himself [15, 25].

H7: Addressing more neurons leads to a greater emotional response.

The expanded PAD model including the derived hypotheses, which are tested in
this study are shown in Fig. 2.

For testing the proposed hypotheses, we designed three different landing pages,
using the simulation theory as the basis. Therefore, 27 research articles focusing on
website design are analyzed. Coupled with the insights from the mirror neuron research
and neuromarketing [1], the three landing pages, which trigger different emotions, were
conceptualized. The first page addressed canonical neurons only, by showing sports-
wear items, which trigger the emotions normally felt while wearing them. The second
one included acting people to address mirror neurons, leading to the simulation of the
person’s feeling in that situation. The third version managed to include the visitor to

Fig. 2. Adaption of the Mehrabian Russel model including the tested hypotheses
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make it easier to imagine being in that situation himself. While the first page has a static
design showing only pictures, the second and the third are characterized through a
dynamic design by showing video sequences. To choose images, pictures, or video files
and to design the website, referential, social, mythical, distinctive and recognition
boosting can be used. For each design, different boosting techniques are utilized to
trigger dominance, pleasure and arousal [13]. Table 1 shows the selected boosting
technique for each website design to trigger specific emotions.

To make the effect of the different design options measurable, it is important that
the foundation of the diverse landing pages is the same and that distortion factors such
as audio or usability features of the website are not considered.

4 Data Collection

4.1 Survey Design

The questionnaire consists of three major parts: the measurement of the environment,
of emotions, and of the response. Six bipolar items for each construct ensure an
unbiased measurement. These items are the same as those introduced by Mehrabian
and Russell [15]. They were measured on a seven-point rating scale. Although the PAD
model has frequently been utilized for the measurement of emotions, only one
investigation has made use of it in the German language. In a paper published in 1993,
Hamm and Vaitl [26] translate the items proposed by Mehrabian and Russel into
German and ask a bilingual expert to retranslate them to ensure the quality of their
translation [26]. Afterwards, they test their scale and compare the results to those of
Mehrabian and Russel, proving a high reliability of their scale. However, as this scale
has only been used once before by Hamm and Vaitl, a pretest is conducted to test the
comprehensibility of the items.

Seven out of ten participants of the pretest perceive some items as being unclear or
confusing. This might be due to the fact that between the first use of the terms in 1993
and today the meanings of the terms might have changed. Therefore, the mentioned
items were translated again, retranslated by a bilingual psychologist, and again pre-
sented to the participants of the pretest. After this new translation, no further questions
arose, thus the improved items were used for the survey.

Concerning the measurement of the emotional response, two issues have to be
considered. The first is that emotions are mostly of short duration [27]. Therefore, the
measurement of emotions has to take place directly after the presentation of the

Table 1. Emotions triggered by different boosting techniques

Design Utilized boosting technique Emotion most effectively
triggered

1 Referential and distinctive Dominance
2 Social and mythical Pleasure
3 Social and referential Arousal
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website. In addition, the participants might already have emotions before seeing the
website, which means that not the absolute response to the website, but the relative
emotional change has to be measured. Following Donovan, Rossiter, Marcoolyn and
Nesdale [28] the present investigation measures the emotions before and after the
presentation of the website. Due to pre-existing emotions, the results would be highly
biased if one participant had to evaluate his emotional response to each of the three
websites. Therefore, every participant is only presented with one website, necessitating
three samples. To ensure that these samples do not differ systematically, the online
survey software randomly allocates the websites.

4.2 Descriptive Analysis

In total, 925 participants started the questionnaire with n = 391 of them completing
(42.27%). This aggregated sample was split into the three sub-samples, resulting in a
sample size of 129 participants for design one, 140 for design two, and 122 participants
that evaluate design three.

Most terminations took place on the first page, where the restrictions concerning the
Internet Explorer and the use of mobile devices were mentioned (320 takeouts).
Although the short form of the mood questionnaire was chosen, this part of the
questionnaire led to the second most terminations (73). The majority of the remaining
132 terminations were equally spread on the first and second part of the emotional
scale.

Regarding the gender, 52.9% of participants were female, 46.5% were male, and
0.5% did not state their gender. This fits the general online shopping population very
well, as in general 52% of online shopper are female, while 48% are male [29]. The age
range of participants was distributed widely from under 16 to older than 65 years old.
The majority of participants were between 20 and 49 years. This outcome does match
neither the general distribution of online shoppers [30] nor the distribution of shoppers
of sportswear [31]. Therefore, it constitutes a restriction concerning the generalizability
of the results on the target group.

Concerning the internet use, 40.4% of the sample stated that they used the internet
for at least three hours per day, including 16.6% who reported using it for more than
five hours per day. An additional 35% of participants reported using the internet for one
to three hours per day. Only two participants stated that they did not utilize the internet
daily. This showed that the majority of participants could be classified as active online
users. Regarding the frequency of online shopping, 21% stated that they had not bought
any apparel using an e-com store within the last 12 months. Nearly the same proportion
of participants, 22.8%, said that they bought 10 or more pieces on the internet within
the same timeframe. The interest in sports is relatively high in the sample; 73.1% of the
participants stated that they are at least rather interested in sports; only 5.1% stated that
they were not interested at all.
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5 Data Analysis

The hypotheses defined in Sect. 3 are tested with the collected data and by using the
tools SPSS and AMOS. First, the hypothesis H1 is examined, stating that landing pages
are sufficient to trigger emotions. First, the changes in emotion based on the 18 items of
the PAD model were calculated, representing the relative emotional change after the
stimuli (landing page) was shown to the participant. A t-test is applied to the difference
of all items shows that ten of the 18 items have significantly changed after the exposure
to the website. This includes five items representing pleasure, two items measuring
arousal, and three items for the dominance dimension. Some of these significant dif-
ferences are relatively small. The reason might be that the participants did not select
extreme values on the seven-level scale used for the measurement what results in small
differences. Overall, the hypothesis H1 is considered to be maintained.

The hypotheses H2 to H4 were tested using the AMOS software based on the
structural equation model illustrated in Fig. 3.

As the data does not show a multivariate normal distribution, the scale-free least
square instead of the frequently used maximum likelihood approach was used in
combination with Bayesian estimation and bootstrapping [32]. The results in Fig. 3
show that there are positive and significant correlations between all constructs except

Fig. 3. Structural equation model used for testing the hypotheses H2 to H4 including the test
results.
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between the arousal to attitude and the dominance to satisfaction construct. The results
indicate that emotions have the strongest influence on the attitude. The data supports
the hypothesis H2 as pleasure and arousal have a positive significant impact on attitude,
approach, and satisfaction. The hypothesis H3 is rejected, as the dominance dimension
has an influence on the response constructs, even though the relationship is less strong
than for the pleasure and arousal dimension. The hypothesis H4 states that the attitude
partly mediates the connection between emotion and response can be confirmed, as the
direct influence of attitude on approach is 0.75 and on satisfaction 0.81. When cal-
culating the total effect, approximately half of the influence of approach as well as on
satisfaction emerges from attitude.

The influence of the moderator variables sports involvement and long-dated
involvement on the different effects within the S-O-R scheme is tested by using the
structural equation model in Fig. 4.

The impact of the moderator variables was tested by considering only the first
percentile of the respective variables and comparing it with the model using only the
fourth quantile of the variables. By doing this, only the difference between the extreme
manifestations of the respective moderator were tested. As standardized regression
coefficients cannot be compared due to their dependence on the variance of the
dependent variable [33], unstandardized regression weights were used. Since there are
no inference statistics telling if the difference between two coefficients was significant,
the rule of Chin [34], which says that a path is meaningful if the regression weight at
least accounts for 0.2, was utilized, This was adapted to the present question, only
regarding those differences as meaningful that are at least as large as |0.2|.

Fig. 4. Structural equation model for testing hypotheses H2 to H4
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The analysis regarding the impact of long-term involvement in sports and internet
on the emotional response indicates that an increased involvement in internet and sports
results in an increased emotional response. One exception is the pleasure dimension,
which stays approximately stable for changing degrees of sport involvement. Another
result of this analysis is that for participants with high involvement in the internet the
pleasure dimension has an increasing impact. One explanation could be that people
who are used to the internet have many web shops which they can choose from.
Therefore, pleasurable websites are no longer sufficient as many websites are designed
to be pleasurable. In summary, the analysis indicates that long-term involvement is a
major moderator for the influence of the website on emotion as well as emotion to the
response and therefore the hypothesis H5 can be confirmed.

The analysis of the hypothesis H6 was conducted with the same approach as
conducted for H6. The results indicate that the mood was largely not affecting the
relation between environment and emotion and was therefore rejected. In the last
analysis, the hypothesis H7 was tested, examining the relation between addressing
higher number of neurons with the website design and the emotional response.
Therefore, a Kruskal-Wallis test was conducted to test the differences between the three
designs [35]. For this, separate tests were performed comparing each website design
with each other. As the differences for all emotional dimensions were relatively small,
only six items were found to be significantly different between all of the three website
designs. The significant differences indicate that the second design was rated best and
the first design was the least successful one. This indicates that emotions are triggered
best when mirror neurons are addressed. As assumed, canonical neurons triggered the
lowest emotional response. Contrary to the expectation, the third design triggers less
emotions than the second design. Consequently, the hypothesis H7 is only partly
supported, meaning that that addressing mirror neurons leads to a higher emotional
response than triggering canonical neurons, but including the participant into a scene is
less successful than triggering mirror neurons. One explanation might be that it is easier
for people to mirror the emotions of other persons than to develop emotions oneself by
only seeing a web store. An overview of the results is given in Table 2.

Table 2. Overview of hypothesis testing

Hypothesis Result

H1: Landing pages can trigger emotions Supported
H2: Higher pleasure and arousal lead to higher attitude, more satisfaction,
and greater willingness to show approach behaviors

Supported

H3: Dominance does not influence the response Disproved
H4: Attitude partly mediates the influence of emotion on satisfaction and
willingness to approach

Supported

H5: The influence of the environment on emotion is moderated by long-term
involvement

Supported

H6: The influence of the environment on emotion is stronger for a good
mood

Disproved

H7: Addressing more neurons leads to a greater emotional response Partly
supported
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6 Conclusion and Discussion

The objective of this paper was to assess whether emotions can be triggered by
emotionalizing landing pages of e-com stores and whether these emotions have an
impact on the response. Therefore, the S-O-R paradigm of Mehrabian and Russell [15]
was used. Based on the insights from the mirror neuron research and from neuro-
marketing, three landing pages that are supposed to trigger different emotions are
conceptualized. The impact of these landing pages was tested in an online survey,
generating a sample of 391 participants.

The results show that landing pages can trigger each emotional dimension identified
by Mehrabian and Russell [15], which in turn influence the attitude as well as the
response. Further insights can be derived from this study. One example is the outcome
that long-term involvement is a major moderator of the connection between stimulus
and emotions, as well as emotions and response. Another is that mood moderates the
connection between emotions and behavior. One further result is that triggering
emotions is most successful when mirror neurons are addressed. Additionally, different
emotionalizing techniques are shown to influence diverse emotional dimensions,
thereby offering the possibility of directly addressing the emotional dimension, which
is most important for the respective target group of an e-com store.

7 Limitations and Further Research

This study generates important insights for practice as well as for research. Never-
theless, there are also limitations and leverage points for further research that have to be
mentioned.

The study only takes e-com stores for sportswear and hedonic motivation into
account. There are no insights on the transferability on other branches or utilitarian
motivation, thus both should be tested in future research. Furthermore, color and sound
are excluded from this study. Since both tools are supposed to be emotionalizing,
further research should combine neuroscientific knowledge with website design con-
cerning those features.

Other limitations arise from the questionnaire. Since attitude is measured by using
global items the attitude loads on the same factor as the response items. In addition to
this, the situation chosen induced emotions, which reduced the possibility of finding
great emotional changes. In future research using scale consisting on more manifes-
tations should be considered since the used seven-point rating scale might not be
convenient to measure emotional change. Due to the type of the investigation, only
behavioral intentions are measured. As intentions do not always have to be imple-
mented into practice, results that are more realistic might be possible when using a
whole e-com store. Another limitation arises from the conceptualization of the website
and that the sample was not normally distributed. The conceptualization of a landing
page is a creative and highly subjective task, therefore other designs based on the
results of this thesis should be conceptualized and tested in order to confirm the
outcomes.
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Abstract. Clinically diagnosed patients who suffer psychological illnesses are
usually well supported during ambulatory treatments. Once back in their per-
sonal environment, the likelihood increases for them to relapse into past con-
scious or subconscious habitual patterns. The key to a successful and
long-lasting medical attendance is regarded as an individually tailored and
constantly available support. In this respect, an e-Mental Health app, acting as a
constant companion, is envisaged to support an ongoing personal treatment of a
patient during or after an ambulatory treatment. As part of the “mindtastic”
project, the app “mindtastic Phoenix” is being created in a cooperation between
the University of Erlangen-Nürnberg’s Chair of Clinical Psychology and Psy-
chotherapy, the related information technology department and the service
design company LINC Interactionarchitects. This paper describes the design
process of this e-Mental Health app and highlights the deviations from the
design process of conventional apps.

Keywords: eHealth � mHealth � Mental health � Interdisciplinary
Human-Centered Design � Patient-Centered Design

1 Introduction and Objective

Human-Centered Design [1] is one of the most-established approaches for service
design. Similar to Design Thinking [2], it is especially useful when creating a new
service from scratch, with a target group yet to be understood. However, service design
teams are usually dealing with either B2C (Business-to-Consumer), B2B (Business-to-
Business) or B2E (Business-to-Enterprise) projects. Target groups of eHealth services
cannot be defined as a part of one of these, as their behavior is typically not eco-
nomically motivated. When translating the principles from Human-Centered Design to
the eHealth context, the term Patient-Centered Design is used [3].

This paper introduces the project mindtastic as an interdisciplinary collaboration
between the Chair of Clinical Psychology and Psychotherapy of the University of
Erlangen-Nürnberg, the related information technology department and the service
design agency LINC Interactionarchitects, all based in Germany. The aim of mindtastic
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is to provide digital patient-centered psychological therapy, e-Mental Health [4],
through mobile device-based services, with each service specifically designed to target
a certain mental illness. In this paper, the project and the collaboration model is
described in an introductory fashion, specifically targeting the following question:

How does the process of designing an e-Mental Health app differ from the process
of designing a conventional B2C, B2B or B2E app?

2 Project Description

2.1 Project Background

eHealth. eHealth comprises all measures that can be taken to help patients to get better
or to prevent them from getting ill in the first place. This can be accomplished through
self-service computer programs, web applications, or mobile apps. In addition to
self-service solutions eHealth measures which accompany classical treatment are also
in place [5]. In both cases, gathering, analyzing and interpreting data about the patient’s
behavior is essential for the effectiveness of the digital service.

In this context, the technical term best suited is mHealth, which stands for health
measures in the form of a mobile app. But as the health measures in question are of a
mental health nature, the term e-Mental Health is most appropriate.

It is important to note that the purpose of eHealth is not to replace conventional
treatment, but to offer a meaningful enhancement for future medical treatments. Where
deficits in healthcare exist, e-Mental Health can play a beneficial role: Such deficits
include long waiting periods for treatment [6], the social stigma associated with psy-
chotherapeutic treatment, or simply the fact that, in order to permanently change
negative forms of behavior, a patient needs to constantly confront his problems both
during and after his treatment [7]. It has already been shown, that computer-based
health interventions and training procedures are growing in popularity and relevance
[8].

Project set-up. In 2017, the University of Erlangen-Nürnberg’s Chair of Clinical
Psychology and Psychotherapy, together with the related information technology
department began their cooperation on mindtastic Phoenix with the service design
agency LINC Interactionarchitects. As first part of the mindtastic service, mindtastic
Phoenix is an e-Mental Health app that is designed to help patients suffering from
depression by means of self-help intervention to reduce their depressive symptoms [9].
In order to help patients battle their depression, mindtastic Phoenix employs different
kinds of training sessions, tasks and data collection. The Chair of Clinical Psychology
and Psychotherapy has been doing all kinds of research in the field of eHealth, mHealth
and e-Mental Health for years, for example app-based treatment programs for pro-
crastination [10] or body dissatisfaction [11]. With the scientific psychological
knowledge and a fundamental concept of the service in place, the team embarked in an
interdisciplinary cooperation with the information technology department for devel-
opment and LINC for information architecture, interaction design and visual design
capabilities.
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2.2 mindtastic Phoenix – Structure, Content and Implementation

The purpose of the mindtastic Phoenix app is to trigger and support a change in
behavior of the patient. The core part of the app is the ‘training’ section, which is
divided into three categories. The categories are ‘knowledge’, ‘practice’ and ‘tasks’.
With the help of these categories, the user trains to unlearn negative thinking patterns
and establish new behavior [9]. In the following sections, these categories are descri-
bed, each highlighting the purpose of a certain part of the service.

User Onboarding. For everyone working on mindtastic Phoenix, it was clear that,
with regard to the target group, the app would have to communicate in a sensitive way
and with positive tonality. The aim is that users feel comfortable while using the
service. For that reason, there are a lot of options to personalize the user feed, similar to
personalizing a social media profile. When the app is first started, an introduction
appears in the form of a chat dialogue, that will help users learn about how mindtastic
Phoenix works and how it can help them therapeutically. By using the format of a chat,
there is immediately a kind of personal relationship established and the user can feel
free to ask any question.

Knowledge Transfer. The same principle is employed when a training starts. The
category ‘knowledge’ uses information, termed ‘psychoeducation’. In this category,
users learn about their personal condition. Studies have proven that by learning about
depression, whether about the symptoms or possible treatments, patients are more
willing to take action against their condition and thus guard against future recurrences
[12]. The psychoeducation section always ends with a quiz, that allows the user
immediately to test her newly achieved knowledge and gives her positive feedback
when she chooses the correct answer.

Serious Games. The category ‘practice’ consists of all different kinds of so-called
‘brain games’, videos and audio tutorials. When playing, users will train to approve of
positive messages such as ‘I am worth just as much as others are’ and avoid negative
messages, whether through tossing negative messages into a trashcan, or zooming in on
a picture with a positive connotation. Through these games, users will start to reinforce
positive thoughts and behavior in a playful way. Because of positive feedback when
winning the game, users will restructure thinking patterns with priority given to more
helpful thinking [13]. It was important that these games are designed in a way that they
are self-explanatory and not too hard to pass. To this aim, positive feedback is essential
when the user successfully completes the game.

Implementation into Daily Routine. The category ‘tasks’ goes even further. Here,
the user is challenged to apply what she has learned during psychoeducation and the
‘brain games’. Small tasks are given to the users, which they have to fulfill in real life.
Through these tasks, the patient leaves the digital context and learns to implement a
changed kind of behavior in his everyday life. An example would be the following
task: ‘Go for a ten-minute bike ride’. Again, the actual purpose of this task is not to get
people on bikes more often but to motivate users to get active and feel good about it. To
prove the accomplishment of the task, mindtastic Phoenix asks the user to take a picture
of the said task and congratulates the user for successfully finishing the task [14]. This
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is also an extremely important part of mindtastic in general: Motivating users to reflect
on what they have accomplished and inviting them to enjoy this feeling.

3 Design Process

3.1 Conventional Service Design Process

In order to compare the design process of conventional B2C, B2B or B2E apps to that
of an e-Mental Health app, the regular design process is described below as a
benchmark. Conventional apps offer all different kinds of functions but in contrast to
eHealth apps, they usually aim to increase sales or improve process efficiency. This
means that, with economic interests in mind, conventional apps offer services to a
consumer or person with a business interest. Looking at the design directive of such an
app, the principles of Human-Centered Design or Design Thinking can be set as
established standard. One of their key principles is to understand users, their context
and their needs. Other include addressing the entire experience that a user has with the
service and involving actual users throughout design and development [1]. Following
these principles, design teams first need to fully comprehend the project’s background,
environment and aim and at the same time the user’s background, actual context and
underlying needs. Through research, e.g. target group surveys, contextual inquiries or
observations, they find out what the users truly need. Afterwards, the user requirements
and to-be scenarios are defined. Based on these definitions, they come up with infor-
mation structures and design solutions. The solutions are evaluated with users and
adjusted where necessary. In order to assure an ideal outcome, these steps are repeated
until there are no more adjustments necessary [15].

3.2 E-Mental Health Design Process by the Example of mindtastic
Phoenix

In contrast to a conventional service design process, the specific process steps of
creating mindtastic Phoenix are described below. The Chair of Clinical Psychology and
Psychotherapy has been working in the field of e-Mental Health for years and has been
partnering with the University’s information technology department when LINC
Interactionarchitects came into play in early 2017 to support with conceptual, inter-
action and visual design. Together, they drew up first drafts and an initial design style.
After a phase of early expert evaluations of an early pre-alpha version with psychol-
ogists who deal with the target group on a day-to-day basis, it has been found out that
the service concept needed change content-wise as well as structurally. LINC reviewed
and analyzed the outcome of the evaluation and came up with a new conceptual design.
In order to be able to transfer this concept onto the whole service, the team has created
a couple of key screen designs. Based on these screens, standards for interactions as
well as design styles, such as colors, shapes, fonts etc. were defined. Subsequently,
further screen designs have been adapted to the definitions as set forth in the preceding
screens. During this process, which took a few weeks’ time in mid 2017, the screen
designs were iteratively revised for conceptual, usability and aesthetic reasons. As soon
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as the revised concept was in a good state, software development resumed in parallel.
The designers and developers were now working simultaneously, continuously
reviewing and checking results and clarifying ambiguities. With the result of that, the
Chair organized and conducted a study with actual patients, using the alpha version of
the app. This study has been carefully constructed and supervised by psychologists
because of the sensitive evaluation context with mentally unstable users. With that, the
team has tested the app in real conditions by giving it to people that were in treatment
for depression. The tests have been accompanied by expert evaluations. This combined
approach has proven very helpful in enhancing the usability of the app.

According to the study [9], “preliminary evidence of the effectiveness of the
app-based self-help intervention mindtastic [Phoenix] in treatment of depression
symptoms was found”. The response to the tested version of mindtastic Phoenix has
been predominantly positive. Nearly a third of the users assessed the app as absolutely
useful and had practically no complaints. The study also showed that it is able to help
reduce symptoms of depression. More specifics are still being tested. The evaluation
results have been discussed in a full team workshop at the end of the year, resulting in
clear operational intent to bring a first release of mindtastic Phoenix to completion.

While designing all aspects of mindtastic Phoenix with a psychological reference,
the designers from LINC were always careful to realize the service in such a way, that
there would be a well-rounded, in itself coherent outcome, which is easy to understand
by actual users. The principles of Human-Centered Design generally stress the need to
keep the user and her experience in the center of any project activity. However, for this
kind of target group, mentally unstable or ill people, the user involvement proves to be
a practical challenge.

3.3 Comparison of the Design Processes

Based on the empirical insights gained from designing mindtastic Phoenix, the devi-
ations in the design process of a conventional app from that of an e-Mental Health app
are explored below.

Special Target Group Preconditions. The main challenge, when creating e-Mental
Health services, lies with the special characteristics of the target group and the
dependent evaluation options. There are not many possibilities when it comes to test
method selection for e-Mental Health services, as described in the following. Fur-
thermore, there are many differences as opposed to conventional service evaluation
during test execution.

Constrained User Involvement. A key difference is the difficulty with the practical
realization of the Human-Centered Design principle “involve users throughout design
and development”. This is only possible in parts, because of the mentally constrained
individuals of the target group. With them, early user research in the format of con-
textual inquiries or similar, prior to the actual design activities is in practice very
limited. Also, the data gathered from representatives of that target group through
regular lab user testing sessions might not be fully reliable and therefore useless in the
design process.
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Undeterminable Experience Duration. Another complexity is the practical realiza-
tion of the Human-Centered Design principle “address the entire experience”, as the
entire experience begins even before diagnosis and ends even after the alleviation or
removal of symptoms. The “experience” of a diagnosed patient does not end with being
free of symptoms and he might have an increased risk to suffer a relapse. The design
team will never be able to observe or analyze all parts of this process on equal terms.

Evaluations Only with Actual Software. Another difference is that evaluations need
to be conducted with actual functioning software. With conventional service design,
early user tests are typically executed with the help of click dummies. Click dummies
consist of wireframes or screen designs that do not contain specific business logic.
They are interactive but are not equipped to fully simulate the real application expe-
rience, for example when it comes to processing user input and user data. However,
e-Mental Health apps rely on being able to truly interact with the individual over a
longer period in order to help them get better. Due to the special preconditions of the
target group and given the limited validity of regular user testing results, integrated data
analytics are mandatory to track and evaluate user behavior.

Impractical Rapid Prototyping. Multiple iterations in the design process are not just
recommended but are absolutely mandatory to learn about the actual user’s behavior
with the e-Mental Health service. Because of the above described necessity to test in
real life environments with a projected user behavior impact, evaluation study periods
should be planned to take a couple of weeks. As described above, the test can only be
performed with actual functioning software with each evaluation using a considerable
number of changed features. Therefore, incremental rapid prototyping with just slightly
changed software features proves to be impractical. Studies are recommended to be set
in real life environments with pre-alpha, alpha and beta testing versions and ongoing
releases of the functioning software.

4 Conclusion

As we have seen, the differences described between the process of designing an
e-Mental Health app and the process of designing a conventional B2C, B2B or B2E
app are predominantly related to user evaluation: Owing to the special preconditions
and the constrained involvement capabilities of target group representatives and
uncontrollable factors with regards to the entire process experience, user evaluations
are only possible in real life settings with actual working software. The result is that a
rapid way of prototyping is unusable. The patient-centered approach needs to take the
user’s motivation into consideration while planning the whole design process. The
experience that patients have with testing early software versions needs to be as real
and therefore impactful as the experience when using the fully functioning service.

Patient-Centered Design of an e-Mental Health App 269



5 Further Research

During the collaboration on mindtastic Phoenix, several further questions about
designing an e-Mental Health or eHealth service arose. An open question is, for
example, whether visual design is able to improve the effectiveness of an eHealth
service. It is interesting, for example, to consider how much and at which parts in the
experience, visual design impacts the effectiveness. Another question is about the level
of interplay between therapists, patients in ambulatory treatment and the e-Mental
Health service. Lastly, there is the question whether a service interaction structure for
one mental health issue, e.g. depression, is applicable also for other mental health
issues, such as addiction or social anxiety. Studies in these fields are about to com-
mence at the Chair of Clinical Psychology and Psychotherapy of the University of
Erlangen-Nürnberg.

References

1. International Organization for Standardization: DIN EN ISO 9241-210 Human-centred
design for interactive systems (2010)

2. Brown, T.: Design thinking. In: Harvard Business Review, pp. 87–92. Harvard Business
Publishing, Boston, June 2008

3. Rodriguez, M., et al.: Patient-centered design: the potential of user-centered design in
personal health records. J. AHIMA 78(4), 44–46 (2007)

4. The Royal Australian College of General Practitioners Ltd. https://www.racgp.org.au/your-pra
ctice/guidelines/e-mental-health/the-guide-an-introduction/what-is-e-mental-health/. Acces-
sed 28 Feb 2018

5. Innovatemedtec. https://innovatemedtec.com/digital-health/ehealth. Accessed 28 Feb 2018
6. Melchior, H., Schulz, H., Härter, M.: Faktencheck Depression Regionale Unterschiede in der

Diagnostik und Behandlung von Depressionen. Bertelsmann Stiftung (2014)
7. Albrecht, U.: Chances and risks of mobile health apps (CHARIMSHA). Peter L. Reichertz

Institut für Medizinische Informatik der TU Braunschweig und der Medizinischen
Hochschule Hannover (2016)

8. Berking, M.: Entwicklung und Evaluation einer Emotionsregulations-App. http://www.
psych1.phil.uni-erlangen.de/forschung/emotionsregulation/entwicklung-und-evaluation-eine
r-emotionsregulations-app.shtml. Accessed 28 Feb 2018

9. Benevolenskaya, K.: Pilotstudie zur Evaluation der Effektivität und Usability einer
App-basierten Intervention zur Linderung von depressiver Symptomatik. Chair of Clinical
Psychology and Psychotherapy of the University Erlangen-Nürnberg, pp. 2–3, 16–17, 35–
36, 45 (2017)

10. Lukas, C.A., Berking, M.: Reducing procrastination using a smartphone-based treatment
program: a randomized controlled pilot study. Internet Interv. 12, 83–90 (2017)

11. Kollei, I., Lukas, C.A., Loeber, S., Berking, M.: An app-based blended intervention to
reduce body dissatisfaction: a randomized controlled pilot study. J. Consult. Clin. Psychol.
85(11), 1104–1108 (2017)

12. Cuijpers, P., Muñoz, R., Clarke, G., Lewinsohn, P.: Psychoeducational treatment and
prevention of depression: The “Coping with Depression” course thirty years later. Clin.
Psychol. Rev. 29(5), 449–458 (2009)

270 L. Glomann et al.

https://www.racgp.org.au/your-practice/guidelines/e-mental-health/the-guide-an-introduction/what-is-e-mental-health/
https://www.racgp.org.au/your-practice/guidelines/e-mental-health/the-guide-an-introduction/what-is-e-mental-health/
https://innovatemedtec.com/digital-health/ehealth
http://www.psych1.phil.uni-erlangen.de/forschung/emotionsregulation/entwicklung-und-evaluation-einer-emotionsregulations-app.shtml
http://www.psych1.phil.uni-erlangen.de/forschung/emotionsregulation/entwicklung-und-evaluation-einer-emotionsregulations-app.shtml
http://www.psych1.phil.uni-erlangen.de/forschung/emotionsregulation/entwicklung-und-evaluation-einer-emotionsregulations-app.shtml


13. Lukas, C.A., Bogun, S., Fahrendholz, L., Fels, A., Kremer, J., Berking, M.: Eine Smartphone-
basierte Intervention zur Behandlung von Depression: Ergebnisse einer Pilot-studie:
Smartphone-basierte Behandlung von Depression (2017)

14. Burns, D.D., Spangler, D.L.: Does psychotherapy homework lead to improvements in
depression in cognitive-behavioral therapy or does improvement lead to increased
home-work compliance? J. Consult. Clin. Psychol. 68(1), 46–56 (2000)

15. Goodwin, K.: Designing for the digital age. Wiley Publishing Inc, Hoboken (2009)

Patient-Centered Design of an e-Mental Health App 271



Artificial Intelligence and Social
Computing



New « Intelligence » Coming to
the Cockpit…Again?

Sylvain Hourlier(&)

Thales AVS France, Thales Campus, 33700 Merignac, France
sylvain.hourlier@fr.thalesgroup.com

Abstract. Adaptive automation/agent has been “a good idea” for 40 years now.
Yet it’s hardly used so far. Automations changing in accordance to internal rules
are widely distributed and eventually fail to be understandable whenever their
inner change can’t be grasped by the operator supposedly “trained & in charge”.
All that could change because for technological reasons AI is back with the
assumption is that it will fix it all. How can we build cooperative agents capable
of helping Humans by building them with a techno-centered view? The epic fail
of Ai in the 90’ will just repeat itself. We need to analyze the root of our need
when envisioning cooperation with agents. So, what is it that we want from
adaptive agents? If you take the example of an assistant surgeon, you have your
answer, we want that kind of adaptation. They facilitate the surgeon work
without any (verbal) exchanges (not resource demanding to control). They know
what to do and when to help. They can interpret any sign from the surgeon as a
directive for help. They completely share the same references. They know so
well the implicit that collective work seems like the work of a single entity. Alas
that is the description of a human being. So definitely what we seek in a
cooperative agent are qualities reserved to the living like the ability to adapt. We
have misplaced assumptions of humanity on AI without giving it the potential
for it: socializing for cooperation through proper communication. It’s called
articulation work and it’s been around 30 years at least. It’s the key to enable
effective cooperation between agents. DARPA has just realized it and has
launched in 2017 a massive research project so as to use AI to digitize the
interaction level between an agent and an operator. Modeling with AI what
makes a proper cooperation between agents and Human could be the answer.

Keywords: Human Factors � AI � Articulation work � Agent assistance

1 Introduction

Over two decades ago, adaptive “intelligent” assisting systems were the hype. Having
played a part in the development of the Electronic Copilot for the Rafale Aircraft [1] it
seemed like a good idea to share some thoughts about the latest AI comeback, that
obviously no one could miss. AI based automation made a flop at that time, because of
multiple weaknesses and over enthusiastic “R2D2” expectations. A renewed interest in
AI induced assistance is again emerging, with major investments being made. We
could be heading for another cruel deception or towards a true revolution in
Human-Agent interactions. Maybe our problem lies with what we expect from an
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assisting agent. Maybe it is time to let Human operators do what they do best and let
the technology, system, AI, whatever… do the rest. This means we have to focus, as we
should have in the first place, on the Human part of that sort of collaboration. Tech-
nology will do our bidding, we just have to know what to ask for.

2 Why AI is Back

Why is it we are having this second wave of “AI is the key to all our problems”?
Several enablers have matured since the mid 90’. First the computing capability has
followed the predicted Moore’s law [2] and risen since 1995 from 5M to 10B tran-
sistors on integrated circuit chips in 2016. Computers are definitely faster now. We
have gone from gigaFlops1 to zetaFlops to petaFlops. The second enabler is the
abundance of data, because of the third enabler: cheap computer storage; From
$500,000 per gigabyte in 1981 to less than $0.03 per gigabyte today. So, no data is lost
ever and there is a lot of it out there. Hence the term Big Data. There is a wealth of
information that only obnoxious obsessive computing frenzy could make sense of. That
sense being the emergence of statistically meaningful patterns no Human could ever
have the time to find. Then, the internet is providing now a network capable of
interlacing all available sources of data. And those continue to thrive as the latest trends
in terms of data collection is happening through novel sensors: bio or non-bio sensors.
Everyone is complaining about big brother and at the same time sharing all their
biodata on social media. It’s a brave new world. Last but not least, machine/deep
learning is starting to make sense of subliminal signals deeply hidden in all that data.

All of these combined, have given the opportunity for some sort of “intelligent
process” to emerge. It’s not brilliant it’s just analyzing large pools of data and applying
statistical analysis to “see” emerging patterns that can later be promoted as “rules”
because they have been proven right by a great number of occurrences. That is today’s
AI, it’s called “Weak AI” as opposed to “Strong AI”. Siri and Alexa are often con-
sidered AI, but they are weak AI programs. Even advanced chess programs are con-
sidered weak AI, just try to have them play another game and see how they perform.

Let’s be clear, if you’re seeking movie AIs like HAL from 2001 a space odyssey,
that’s Strong AI and it does not currently exist. Strong AI would be a type of machine
intelligence that is equivalent to human intelligence. We are not there yet, nevertheless
some prominent personalities2 have voiced their fear of Strong AI as potential predators
for the Human species we should design with extreme caution.

Today’s Weak AI has limitations. Its application to car driving is often limited to a
“guardian” paradigm: Lane keeping, Blind-spot monitoring, Adaptive cruise control
(speed & spacing), Automated Emergency Braking, Forward Collision Warning, etc.
All these are closed loops rule applications. Easy enough yet still tricky and surprising

1 Flops are used to measure the numerical computing performance of a computer.
2 Just the shortlist: Stephen Hawking, Elon Musk, and Bill Gates.
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sometimes. The latest trend is the car as “chauffeur” paradigm: Autosteering (Tesla)
and DrivePilot (Mercedes Benz). But the stats aren’t good. As Vera [2] synthesized it:

Human drivers’ reliability is quite high: *1 injury accident per million miles
driven, with only one percent of those leading to a fatality.

It isn’t the same for self-driving cars. A disengage is when the control shifts from
the system to the operator, quite often brutally. Most of those happen on the streets
(more obstacle & events) than on the highway. One must acknowledge that a handover
is hardly completed under 1 mn when it’s initiated by the system and the operator isn’t
expecting it. The numbers speak for themselves:

• Google & Nissan: *1 disengage per 5,000 miles
• Tesla; *1 disengage per 3 miles

Indeed, for cars, the path will be a long one towards safe autonomy.

3 The Epic Fail of AI Assistances in the 90’

The ability to adapt is at the core of all living systems. Twenty and some years ago, AI
was definitely not alive and proved it the hard way. Most “AI for pilots” programs
across the Atlantic fell short for applying an inappropriate metaphor for the interaction
between human and machine [4]. Ours was no different.

In 1994, I joined a research team devoted to the extraction and completion of a
knowledge database that would serve as the basis for the “intelligence” behind The
Electronic Copilot of the Rafale Aircraft. After 3 years of interviewing military pilots
on a single reference mission and feeding it in the proper format into a gigantic (at the
time) database, we eventually came across some limitations.

Our system, though able to deliver alternate solutions/plans, failed to do so in a
“pilot” acceptable time frame (though proper computing power would overcome that
eventually). More problematic, was that it also failed to provide “recognizable” solu-
tions. Pilots failed to grasp the “Human coherence” behind the proposed solutions. The
reason being that such a database emerged as an aggregate of the best possible pilot
practices, thus losing its coherence (as compared to the coherence of a solution given
by a single pilot). To circumvent that, the database was reduced around the knowledge
of a singled-out pilot to preserve its Human coherence.

Pilot comments changed from:

– “I don’t know anyone who would come up with that sort of solution, why would I
do that?”

To:

– “Hey, I know a guy who does that, I flew with him once.”

Pilots were reluctant to trust a solution that lacked recognizable human limitation;
they were not too keen on applying “magical” solutions that would potentially
endanger their situation. Understanding is what draws the line between a good solution
and a magical one. Pilots do not trust magic.
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That being dealt with, we moved on to the simulator runs. The first thing the invited
pilots said was:

– “How do you turn the system off?”

We explained (again) that the system needed a continuous surveillance of past and
present cues to be able to position an acceptable alternate proposition to the ongoing
plan, and thus there were no on/off switch, it had run in the background… And their
answer was:

– “Oh, ok, I see, … So how did you say you turn it off?”

Eventually we understood that there would be no compromise here: they wanted to
be able to turn it off like any other system they eventually would not trust. They said
their life depended on it. We added an on/off switch. Trust is the key; it does not come
easy, especially with technology.

In the end, the project never overcame the awkward industrial consortium setup that
kept undermining whatever brilliant solution the engineers developed. All that was left
was a complete coherent piloting database that was ultimately delivered to each partner.

Exit the French in the pursuit of R2D2.
Several years later, on a test site, during a military exercise in the south of France, a

colleague of mine came up quite distressed about some trials they were doing. They
were testing UCAV management from the back seat of a fighter. The scenario was
quite simple: the fighter and its four UCAVs were supposed to deliver armament on a
primary target at high speed and fall back on a secondary in case of overshoot. On and
on it went until a pilot did an over shoot and decided to proceed to the secondary target.
At that moment, all its UCAVs brutally disappeared and demanded shooting clearance.
Not understanding what was happening; the WPO in the back seat cancelled all
authorization as fast as he could. What happened here? Well obviously, our piloting
database was used after all. I recognized the algorithm: “until all possible manners are
exhausted, primary target must be processed”. That is the rule and all pilots know it.
The UCAVs knew it, so they applied it, because given their performance envelope;
they could easily perform a sharp 360 the fighter could not, so they did.

Sharing a common knowledge does not build shared understanding.
This collective lacked shared understanding of each other’s performance and its

consequences on the application of a simple rule. Until the Humans in that collective
learn all about the agent’s way to apply all the rules, there could be no efficient,
trustworthy collective work. Cooperation between an “intelligent agent” and a Human
being implies in-depth development of trust and knowledge about the “other one”, and
this needs time.

There are two ways to set up an efficient team:

1. always team together the same ones,
2. train everyone with cooperation techniques and normalize all the work.

The first option leads to higher immediate performance and potential complacency,
while the second option evens at a lower performance but enables high collective
turnover. Both imply a great deal of training: with one another, on the former, while on
cooperative techniques and normalized procedures, on the latter.
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Why can’t we have an artificial assistance just helping without all the fuss?
Well, there is no such thing as a free lunch.

4 Human Assistant Paradigm

Our expectations on “intelligent assistance” are off the charts when compared to the
actual abilities of AI systems. We expect ideal Human like effectiveness. Why settle for
less?

The ideal teamwork is much sought after, for instance in surgery team. Though
head surgeons are the most capable operators, their assistant is indispensable to them
because:

• They facilitate the surgeon work without any (verbal) exchanges, they are not
resource demanding to control,

• They know what to do, how and when to help
• They can interpret any sign from the surgeon as a directive for help
• They completely share the same references rules and processes
• They know so well the implicit that collective work seems like the work of a single

entity

It is an extremely efficient Human collective work. Having such level of demand on
agent assistance only reveals the Humanity we seek in artificial aids. The efficient
Human assistant paradigm is extremely difficult to compete with as such Humanity
comes as a great challenge for AI.

Also, for an AI assistance, we drag along other misplaced assumptions about any
form of assistance:

• The “limited investment rule”: we assume that a system supposed to help us should
not demand any investment from our part, otherwise it isn’t helping, it’s becoming
part of the problem.

• The “cognitive continuity respect rule”: Any assistance intrusion is considered
disruptive if not compliant with the operator’s internal train of thoughts. So,
inherently, assistance should always be coherent with the operator’s action plan
without having to interfere. It’s also called intention detection, implicit recognition
or even divination. It’s quite the challenge actually.

• The “automatic sync rule”. Knowledge about the other should not be my problem.
Assistance legibility should suffice for collective synchronization.

• The “respect and recognition rule”: others should respect me before it’s the other
way around.

Those objectives are already hard to meet in Human collectives; anyone has a
colleague with poor social skills?

There are other models to base an assistance on, beyond the Human like Paradigm.
In their paper [4], Schutte et al. mention three other sorts of collaboration: Domesti-
cated animal metaphor, Body metaphor and Tool metaphor. Their preference goes to
the Horse like paradigm. It’s cooperative within a certain envelope of skilled based
abilities, obeys orders and the feedback make sense to the Human user. It reminds me
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of how, 40 years ago, tank commanders (in their turret) used to kick the right or the left
shoulder of their pilot (because it was all they could reach directly with their boot) to
give them directions; effective but mostly unidirectional, lacking a bit of synergy, yet
still demanding continuous command and control. They put forward that the rider does
not need any “awareness of individual muscle movements or internal bodily activities”
of the system (i.e. horse), that knowledge is superfluous. However, they also mention
that intelligence is distributed between operator (high level of control, mid & long
term) and System (low level of control, short term).

In the body metaphor the machine “enhances, empowers, and extends the human’s
abilities”. The intelligence is only the operator’s. It also means that the operator has
developed an intimate awareness of the ability of the whole (operator + system), just as
a reviewed version of their body schema. It’s a model that will gain in application as
robotics is developing much faster that Strong AI.

The tool metaphor is applied when assisting the operator through the enhancement
of a limited task performer: for instance, a type writer for replacing a copyist, a word
processor for replacing a type writer, etc. the tool/system is extremely efficient but also
quite monomaniac. It is quite hard to draw with a typewriter.

All these models are legitimate within their potential application. But when
developing AI based autonomous agents Human need to work with, are they still
relevant?

5 What Do We Need to Be Able to Work with Agents?

Working with someone or something is not always a breeze… it is already a known
challenge when only humans are involved. Computer supported Cooperative Work
(CSCW) [5] has been around for quite some time now and has focused on that link
between agents and how to facilitate it.

We already know what works and what does not. There is a huge amount of
knowledge in the field of articulation work3 [6] and meta-functional activity that
explains how collaboration fails or succeeds. Such knowledge could benefit the design
of artificial assistance.

“[we should] Help characterize those aspects of human performance that will allow the
enabling capabilities of the human to function effectively when teamed with machine intelli-
gence.” [2]

Articulation work is a kind of supra work. It’s not the exact work of designing a
system, building a building or producing a product. It’s all the work around that
cooperation that makes it possible. In a sense it can be viewed as a parallel work
process.

Articulation work focuses on various components of cooperation management:
dividing task, allocating, coordinating, scheduling, meshing, interrelating, etc.; All that

3 “Articulation work is work to make work work” Or to be exact, “articulation work is cooperative
work to make cooperative work work”.
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is performed by a number of actors with responsibilities and activities, in conceptual
structures, with common or distributed resources.

An agent will have to comply with such articulation processes. An “adaptive”
system/agent should follow “Human like” references: Predictability, legibility, trust-
worthiness, … All these are part of our heritage as social beings. But how could a
machine know that the action a Human is performing is for an immediate objective
rather than just an anticipated move for a future objective. Intention detection is just
one of the critical problem cooperating agents need to master.

We all learn it in kindergarten with peers. Maybe cooperative agent will have to
learn it just the same, while training with young Human operators.

Indeed, the training needs to change hands. In many industries, we have already
reached system complexities that impose impossible training challenges. When com-
bined, agent complexity and training are aggravating factors.

Complexity in systems will increase due to the incorporation of self-learning,
self-evolving, self-maintaining databases in an ever complexifying net-workplace
putting the operator (here the pilot) in the quasi impossible mission of making sense of
it all if a failure happens. Millions of lines of code, continuous access to open sources,
learning algorithm, etc.…, all in real time will beat Human ability to understand.

Training the Human isn’t the answer anymore. It’s a simple statistical fact.
First, the increased use of the same technology at the same level of integrity will

increase the emergence of events beyond its certified level of integrity (10−9 for avi-
ation, one failure every billion counts). If you have 10 billion uses, you have, poten-
tially 10 failures that can happen. Failures only happening beyond the accepted level of
integrity (thus never witnessed today) may appear. Now if you also increase the
technology complexity, you make it even harder (costlier) to maintain such level of
integrity.

Second, if you double the numbers of aircrafts in flight, you also double the
potential occurrence of facing critical weather conditions (and I am not accounting for
potential climate change in this equation). Combination of possible mishap either from
technology or from weather will lead to an increased emergence of critical situations,
some of which being incredible and unforeseeable.

Training is effective trough repetition. Training on an extraordinary rare event (for
example high altitude stall) is costly and ineffective if not repeated or encountered
often. Repeating such training to make it pertinent means it should take the place of
other training that are referring to much more frequent events: QED. It would not be
responsible to pursue in that direction. Answers should be coming from the system, not
problems.

DARPA figured that out already and launched a massive research program called
XAI for Explainable AI [7].

The idea is to focus AI, not on system internal efficiency, but on AI
self-explanation. Using AI to explain its own complexity, to help complex systems
“Speak Human”, is just brilliant and may be the breakthrough we need.

In a parallel view, European project eXCockpit [8] is aiming at having an AI serve
as an “interpreter” to translate into human plain lingo the environmental/technological
complexity of today’s Cockpits facing exceptional situations. The next five years
should be extremely interesting in terms of Human Factors for AI.
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6 Conclusion

As is, we are not ready to use the Human assistant paradigm. It would mean having the
ability to create artificial humans and we are not there yet, we can all be reassured the
terminator is not around the corner. In the meantime, we could take an ecological
position and see how cooperation works between species. We live in harmony with the
billions of bacteria thriving in our digestive system. They help us process food for a
fraction of the energy, while we host them in a protective environment. Another
example of cooperation is the plover bird cleaning the crocodile’s teeth. The bird gets
the food and the crocodile the dental hygiene: a win-win situation. Of course, there is
always the possibility of a parasitic relationship and one could fear that would be the
case with upcoming AI agents.

I prefer to choose a future where Humans and Artificial Intelligence work in
symbiosis and XAI is paving the route towards that goal so symbiosis can be the model
for implementing Human-AI cooperation.
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Abstract. Conversational chatbot interfaces face pragmatic challenges that
must be overcome in order for the user to obtain a positive end user experience.
For example, users must understand the rules associated with the chatbot (do-
main, context, understanding of natural language, etc.). A null result will often
end with, “Let me search the web for you”, which can lead to dissatisfaction in
the technology or system. This paper discusses an enterprise solution, which
turns the expectation around for the user. Starting with a traditional search, the
cognitive agent can work with the search keywords in the background to
determine if intervention will provide value. If the cognitive evaluation has
sufficient confidence in a solution, it is provided in addition to the traditional
search results, which will likely delight the user. If the cognitive evaluation has
insufficient confidence, the user receives traditional search results with no loss in
user expectation.

Keywords: Chatbot alternative � AI � Hybrid search � Cognitive

1 Introduction

People are gaining increasing experience with cognitive interfaces (e.g., Cortana,
Alexa, Siri, etc.) and many have seen amazing demonstrations about the potential of
cognitive computing (e.g., Watson on Jeopardy). These real-world experiences make
some users eager to try a cognitive interface primarily to test their limits.

This trend has led to a proliferation of chatbot interfaces, where users ask natural
language questions to an avatar to receive a natural language (or scripted) response to
their query. In some cases, this may delight the user by returning a specific answer to a
specific question. In other cases, it may frustrate the user by misunderstanding the input
or providing a less than satisfactory answer.

While the associated cognitive technologies are rapidly evolving, it is clear that
most commercial attempts at conversational interfaces come with some level of frus-
tration. The natural language training required to properly anticipate a wide range of
speech variability can be daunting and will often lead to some gaps in interpretation.
Moreover, unless sufficiently trained in a particular knowledge domain, the user may
receive a generic answer to a specific question, which may be less than satisfying. So
the question is, how can we use cognitive technologies to facilitate user tasks while
minimizing the frustrations associated with a conversational interface?
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In the area of chatbots for IT support, one thing that is being explored is a hybrid
search approach where users are given familiar search patterns, which are then aug-
mented with cognitive technologies. For example, a search interface can support both
keyword and natural language input. If the natural language processing leads to high
probability match/solution/answer, the user can be presented with an augmented
response in addition to traditional search results.

This approach leverages existing search behavior and provides cognitive tech-
nologies a platform to wow the user without the overhead associated with user
expectations with conversational interfaces.

To further increase the chances of success, rather than allowing open-ended input
from the user, wherever possible, options are given to the user to increase the likeli-
hood of success. For example, if a user enters that they are having a hardware problem,
the response can be a list of options which have reliable solutions (Fan, Battery,
Display) rather than an open-ended prompt for more information.

This paper discusses a hybrid approach between search and chatbots and the
associated benefits and challenges.

A note on terminology: As a rapidly evolving technology, the terminology is in
constant flux. For simplicity, we will use the term “chatbot” generically to refer to all
related technologies, such as virtual assistants, intelligent assistants, and personal
assistants. We are also focused on IT Support, although applicability may be far wider.

2 What Problem Were We Trying to Solve?

Our users have access to a large database of solution documents which is continually
growing and evolving to address the current IT issues of the business. Users can search
or browse the database for solutions to their issues.

The issue we are trying to address is that sometimes users have difficulty locating
solutions even when a solution may exist. We’d like to apply a cognitive solution to see
if we can facilitate the surfacing of applicable self-service solutions, providing a better
end user experience while reducing costly help desk services.

2.1 Why Not a Chatbot?

Training to the Right Level of Specificity
There is significant effort required to train a chatbot to reliably respond to natural

language queries. Depending on the scope/domain of your chatbot, this could be a
fairly limited exercise or an extensive one. Not surprisingly, new chatbots or chatbots
on a budget will not be as fully trained as a mature solution. They may, for example,
return generic answers to specific questions as they are much easier to develop than
dynamic answers. For example, a “show me jobs available in Florida” query may come
back with ‘here is a list of available jobs’ (not scoped to Florida). The response is not
wrong, per se, but if the user sees jobs that are not in Florida, or worse, doesn’t realize
that their answer wasn’t properly scoped, the user will invariably be disappointed, so it
is incumbent on the development team to anticipate the level of specificity of user
questions and prepare accurate solutions.
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A chatbot is only as useful as the amount of training it has received, and it is not
possible to train a chatbot on every possible question for every domain. If the corpus
for your chatbot is too shallow, it may feel more like an interactive FAQ; if the corpus
is too deep, it may take too long to get to market. Finding that Goldilocks point can be
quite challenging. One cost of getting this balance wrong is a lack of repeat visitors;
you can only make a first impression once.

Chatbots Need to Provide Answers, Not Just Search Results
Commonly, chatbots degrade to search when the answer cannot be found. For

example, one of the more common disappointing things Siri can say is, “here is what I
found on the web.” This is clearly better than nothing, but it also means the user will not
be getting a direct answer to the asked question. Also, search results surfaced in a
chatbot tend to be limited in scope and lack basic search functions such as filters or
pagination. A chatbot is a poor replacement for dedicated search. Ideally, degrading to
search should happen as little as possible, or you may have a training or scope issue.
Chatbots may also compete with a search function (if an independent search exists), and
users are left having to guess which path is more likely to produce a successful result.

Natural Language Processing
Natural language processing can be wonderful when everything works flawlessly,

but there are significant limitations. Chatbots need a sufficient vocabulary, which may
include phrases, idioms, and synonyms, as well as an adequate technical lexicon for the
chosen knowledge domain. Users must guess what words work and what terms don’t.
In the worst case, users may need to memorize those keywords that have proven most
effective in the past.

There are also challenges associated with non-native speakers and regional accents,
illustrated by the popular comedy skit where two Scots become stuck in a voice-
recognition controlled elevator which has been optimized to understand an “American
accent” [1]. Even natural language chatbots that leverage typed input require
non-native speakers to both read and type phrases in another language than their own.
Translation of an entire chatbot corpus into additional languages requires a significant
investment.

Communicating the Domain of the Chatbot
A chatbot’s knowledge domain has its own challenges, as the user must puzzle out

what can be asked, and how to boil those concepts down to simpler concrete rela-
tionships. Amazon sends out a newsletter that teaches users about the Echo’s new
capabilities and skills, all of which have to be recalled and spoken precisely like a
magical invocation. Moreover, it is common for a chatbot to instruct the user with a
format like, “here are the things you can ask me” [2], and have these terms or phrases
conveyed in the chat log. Psychologists have long understood that recognition is
superior to recall [3], yet chatbots play to this weakness by focusing on the role of
recall.

The popularity of chatbots actually compounds some of the problems stated above.
For each chatbot encountered, there is cognitive overhead, requiring that the user must
learn its set of rules: what can I ask about?, what words can I use?, how do I correct any
mistakes?, does the chatbot understand context or is each statement treated as
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independent? Users can and do learn these rules, but reducing this cognitive overhead
should be a paramount goal of every chatbot designer.

2.2 Why Not Just Search?

Recognizing a Solution from a Search Result List
Regardless of whether or not the user is successful in getting a search result that will

solve the user’s problem, the user must ascertain from a list view (which contains
limited information) whether or not the details of a document will address their par-
ticular concern. It is not difficult to overlook correct articles simply because the title
might be too generic or was not the top result [4]. For example, if a user searched for
‘6 � 7’ an article containing the right answer tiled, ‘Common mathematical solutions’
could leave the user unsure if they would find the answer within.

Constructing Good Search Queries is an Acquired Skill
There are some users that are very proficient in using keywords and adapting them

to quickly narrow down a list of search results. Any given search could produce
thousands of results and some users have grown quite adept at identifying unique words
while other users have difficultly constructing adequate queries [5]. For some, a natural
language interface may be better suited to phrasing a question or issue.

When Do You Know a Solution Doesn’t Exist?
When does a user decide that the solution they are looking for does not exist? Will

they give up prematurely or appropriately? One of the challenges of a search interface
against an unknown domain is that there may or may not be a solution that you haven’t
located yet either because the user didn’t recognize it, or they didn’t refine their search
properly.

3 Competing Solutions: Search and Chatbots

Two common ways to assist users obtain IT support are search and a chatbot.
Increasingly, both ways are offered to end users as separate solutions, despite the
functional high overlap between them. This puts users in a position where they must
choose between interfaces, potentially wasting more of their time should the chosen
method not contain the right answer, and then needing to take the solution not
attempted with no guarantee it will work, either.

Another possibility is to integrate any planned chatbot capabilities directly in
search, thereby eliminating the “two interfaces” problem and many of the other issues
with chatbots already discussed. In our user experience research, we have noticed that
our users preferred searching over browsing for their information. Because search was
already high traffic, it is an excellent foundation to showcase new technologies such as
AI, eliminating the need to educate users about it or even how to get started. We also
asked 213 users whether they would prefer improving search with AI or a separate
chatbot. We found that twice as many of our users preferred enhancing search with AI
to a completely separate chatbot interface.

While standalone chatbots have become the norm, some exceptions exist. For
many, Google has become a verb that means search [6]. Rather than potentially confuse
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users with a competing solution that would potentially undermine their most valuable
asset, Google has invested heavily in “deep learning” technologies to improve the
effectiveness of their existing search [7]. In addition, Google leverages this and natural
language to surface interactive self-service Widgets, from calculators to foreign lan-
guage translation and currency conversions, or to look up movie times or to book an
airplane flight.

4 What is Hybrid Search?

Hybrid search leverages existing search behavior and provides cognitive technologies
to provide additional assistance to the user without the overhead associated with user
expectations with conversational interfaces.

Regular chatbots start with a natural language query, and if trained with the
appropriate intent, will provide an answer; failing all else, it will gracefully degrade to
perform a search. Hybrid search also starts with natural language, while still accepting
traditional keyword terms. Unlike a chatbot, search results are always returned; if there
happens to be a positive match against an intent, this is returned above the search
results.

Not only does this approach allow both search and AI recommendation to be
combined in a single interface, but it appropriately sets expectations. When a chatbot
returns a search result instead of a specific answer it has been trained on, the user may
feel disappointed. On the other hand, the hybrid search approach grounds the user in
the familiar world of search results and the user interface can be optimized for that
purpose, with filters and pagination. Building on that foundation, the AI component
would feel like a bonus that was not promised in advance, appearing only if the AI was
specifically trained to provide a better answer than search alone.

To illustrate this, consider a scenario where a user has been encountering difficulties
resetting her password (see Fig. 1). As with a regular search engine, she may simply
search for “I need to reset my password”. If there were no intents trained specifically
for this, a full set of search results would be returned, and the user would be no worse
off than before. However, if a set of password intents had been trained, she may instead
see a prompt asking for clarification on which password she wants to change, listing
out the most common passwords (providing options with clear success paths instead of
an open-ended conversation). Should other questions be needed from the AI, they
would be handled with additional prompts as needed.

Moreover, hybrid search also leverages self-service widgets. In the search example,
the AI may return a form directly to the search results page to be completed by the user
to reset her password, or provide her with a simple ‘Reset password’ button, or offer to
open a ticket with the Help Desk should it be a type of password the AI cannot handle.
By displaying the form or prompt, you are indicating to the user that you understood
their question and can provide an answer right now, without digging any deeper into an
article.

Hybrid search also differs in its approach towards natural language. For experi-
enced users, keyword search can be extremely precise, especially when combined with
booleans and other advanced functions. This capability is retained. However, natural
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language may prove superior in areas where the search is more nuanced or where there
is a need to establish context for the search, something that may be difficult with
keywords. For example, if our user had searched for “I want to reset my Mac pass-
word”, there would be no need to ask her which password she would like to reset since
that ambiguity has been resolved through use of natural language.

Moreover, natural language is only used to initiate a new search. A conversation
may start with natural language, but any additional responses from the user are elicited
through additional menus prompts in order to reduce ambiguity and guess work.
Should the user enter a new phrase in the search field, this is treated as the beginning of
a new conversation if a matching intent is found. No attempt is made to store a
retrospective history of the conversation.

5 Advantages of Hybrid Search

Single Point of Entry. Since search and the AI are combined, user does not need to
decide between a chatbot and search.

Reduced Learning Curve. Due to the large variety of available chatbots, there is
overhead in learning a new chatbot. However, search is pretty ubiquitous and there is
much less to learn.

Support Natural Language Input. If users are more comfortable asking a question in
natural language format, it is supported but not required.

Fig. 1. Example of hybrid search, with cognitive recommendation on top, and search results
below.

288 J. G. Temple and C. J. Elie



Correcting Mistakes. It is much easier to refine a mistake as an input to a search field
than to a submitted conversational element to a chatbot in a messaging platform which
may or may not understand the context of the previous query.

Follow Up Refinements. With a full natural language chatbot, a refinement or clarifi-
cation may involve either a prompt or the request for another natural language
exchange. And each natural language exchange may entail the need for more clarifi-
cation to deal with ambiguity. Hybrid search standardizes all such refinements as
prompts, thereby eliminating a lot of guess work by human and machine.

Intent-triggered Advice. Hybrid search makes search paramount - but unlike your
Uncle Ed who you only see at Thanksgiving and weddings, it only offers assistance
when it actually knows something useful.

Graceful Ramp Up. Related to the last item is that chatbots do not ramp up gracefully.
It may take time to write all of the intents you need, but you may not want to wait till it
is perfect before making it publicly available. People who tried your chatbot on the first
day may have a very different impression from those try it on Day 365, assuming they
ever come back. The search engine sets expectations, not the AI; but over time, hybrid
search will keep getting smarter.

Multiple Language Support. Training an AI on multiple languages may be very costly
and time consuming. For nonsupported languages, hybrid search degrades to regular
search. However, you probably should not consider deploying a chatbot for a popu-
lation until it fully supports that language.

6 Disadvantages of Hybrid Search

Not Able to Reuse Existing Chatbots UIs. There may be existing chatbot
technology/code that you can use as a base for reuse which can save some time in the
development process. That said, the more significant component will be training up the
chatbot, which can be reused.

Not Ideal Choice for Screening a VRU or Chat. Hybrid search is not appropriate for a
voice response unit (VRU), which may benefit from either a conversational voice
recognition system, a menu driven system, or a combination of the two. As a screener
for human to human chat, a within-window switch from AI to human seems a more
natural transition.

Not Personal. In essence, this is search. The ‘personal’ touch is less applicable with a
search system as your base. That said, when the AI does provide an answer, there is
room for personality in how the intent is presented.

Optimized for Typed Input, Not Speech Input. While suitable for a desktop or mobile
device, hybrid search is not a good choice for a voice recognition appliance like the
Amazon Echo or Google Home.
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Search System is Required for the Base. Hybrid search assumes you already have an
effective search engine as a base.

7 Considerations

Technical
Throughout this paper, we have stayed away from technical implementation details.

This is something that could be addressed in a future paper. We have implemented
hybrid search using Watson Conversations, married to an open-source search engine. In
theory, hybrid search could be implemented using a variety of products and open
source solutions, although we are understandably quite partial to the Watson line of
products.

Interestingly, there is a large amount of technical overlap between hybrid search
and a regular chatbot. The challenge to write the intents is largely the same; training
requirements appear to be very similar as well. We also compared many of the key
requirements and benefits around a proposed chatbot to hybrid search and found them
to be similar as well.

Final Words
The most important thing to consider when deciding to implement an enhancement

is the impact the enhancement will have on your users. If, after you’ve done an analysis
of your particular situation, you feel like a chatbot is the correct solution to proceed, by
no means should this paper discourage you. For our environment, however, our
research and analysis gave us a clear path forward. Hybrid search openly embraces
cognitive aspects of a chatbot without the associated cognitive overhead by leveraging
and augmenting established patterns of behavior.
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Abstract. This work shows similarity metrics behavior on sparse data for
recommender systems (RS). Clustering in RS is an important technique to
perform groups of users or items with the purpose of personalization and
optimization recommendations. The majority of clustering techniques try to
minimize the Euclidean distance between the samples and their centroid, but this
technique has a drawback on sparse data because it considers the lack of value
as zero. We propose a comparative analysis of similarity metrics like Pearson
Correlation, Jaccard, Mean Square Difference, Jaccard Mean Square Difference
and Mean Jaccard Difference as an alternative method to Euclidean distance, our
work shows results for FilmTrust and MovieLens 100K datasets, these both free
and public with high sparsity. We probe that using similarity measures is better
for accuracy in terms of Mean Absolute Error and Within-Cluster on sparse data.

Keywords: Clustering � Recommender systems � Similarity measures

1 Introduction

Nowadays, the expansion of information and communication technologies (ICT), the
mass use of the Internet and social networks; and the product customization techniques
are causing the paradox of choice problem. There are a lot of same class products that
enterprises offer to customers and the user cannot choose the product that best adapts to
their necessities. In this context, the recommender systems (RS) have an important role
to help users to choose what they search.

Recommender Systems are a type of information filter to overcome the information
overload problem [1]. These systems predict the impact that an unknown item will have
on a user. RS collect information on the preferences of its users for a set of items (e.g.,
movies, songs, books, jokes, gadgets, applications, websites, travel destinations and e-
learning material) [2]. Hitherto, collaborative filtering (CF) is the most successful
approach for personalized product or service recommendations [3]. Neighborhood
based collaborative filtering is an important class of CF, which is simple, intuitive and
efficient product recommender system widely used in commercial domain [4].

The most popular items to which RS have been applied are movies due to open
datasets [5], which are released for research. However, RS have a drawback, datasets
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are sparse and difficult to clustering groups of users or items [6]. Recently, increasing
relevance of groups of users in the social web has led to a significant expansion of
Group Recommender Systems [7, 8]. There are certain scenarios in which recom-
mending a set of items to a group of several users is more appropriate than providing
several sets of recommendations to each individual user of the group (e.g. recom-
mending a movie to a group of friends or recommending a tourist pack to group of
travelers).

This work is organized as follows. In Sect. 2 we introduce basic concepts - such as
clustering approaches, classical K-Means algorithm, and similarity measures - that
form a basis for all subsequent exposition. Then we proceed to explain our method-
ology and evaluation metrics in Sect. 3. Section 4 shows results on public datasets
MovieLens 100K and Filmtrust and finally in Sect. 5 we present our conclusions.

2 Related Work

2.1 Clustering

Clustering is an unsupervised classification approach for recognizing patterns, which is
based on grouping similar objects together. This approach is useful for finding patterns
in an unlabeled dataset. Machine learning, bioinformatics, image analysis, pattern
recognition and outlier detection are few of many application areas of clustering [9].
There are two approaches to clustering are hierarchical and partitional clustering.

Hierarchical clustering produces nested series of partitions and produces a den-
drogram showing pattern and different similarity levels of grouping [10]. Partitional
clustering aims at finding the single partition [11, 12] rather than numerous as in
hierarchical methods. The second one approach benefit is that it can be applied to large
datasets for which dendrogram does not work.

K-Means clustering is one of the classical and most widely used clustering algo-
rithm developed by Mac Queen in 1967. This approach is a partitional clustering
algorithm which divides de datasets into k disjoint clusters. Let be C as the set of
centroids and n the number of samples, (1) represents the objective function named as
Within-Cluster. The K-Means objective Jc is minimized the sum of Euclidean distances
between each sample Xi and its centroid Cj. Though K-Means is known for its intel-
ligence to cluster large datasets its computation complexity is very expensive for
massive data sets [13].

Jc ¼
Xc

j¼1

Xn
i¼1

Xi � Cj

�� ��2 ð1Þ

2.2 Similarity Measures

The similarity measures between two users are calculated taking into account only the
ratings made by these two users [14]. Traditional measures such as Pearson correlation
(PC), Jaccard based metrics are frequently used in recommendation systems [15].
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– Pearson Correlation: Measures like two user u and v are linearly correlated, where I’
is the set of co-rated items, ru is the rating average of user u and rv is the rating
average of user v.

SPC u; vð Þ ¼ Ri2I 0 rui � ruð Þ rvi � rvð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ri2I 0 rui � ruð Þ2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ri2I 0 rvi � rvð Þ2

q ð2Þ

– Jaccard: Uses the rating information provided by a pair of users, where Iu is the set
of items rated by user u and Iv is the set of items rated by user v.

SJac u; vð Þ ¼ Iu \ Ivj j
Iu [ Ivj j ð3Þ

– JMSD: Combines Jaccard similarity and Mean Square Difference similarity defined
in (4). |I’| is the cardinality of set co-rated items between user u and user v. This
metric uses the numerical information from the ratings (via mean squared differ-
ences) also uses the non-numerical information provided by the arrangement of
these.

SMSD u; vð Þ ¼ 1� Ri2I 0 rui � rvið Þ2
I 0j j ð4Þ

SJMSD u; vð Þ ¼ SMSD u; vð ÞxSJac u; vð Þ ð5Þ

– MJD: Combines some similarity measures on a neural network, where
S0v ; S1v ; S2v ; S3v ; and S4v ; are weights defined in [16].

SMJD u; vð Þ ¼ Sv0 u; vð Þþ Sv1 u; vð Þþ Sv2 u; vð Þþ Sv3 u; vð Þþ Sv4 u; vð Þ
þ SMSD u; vð Þþ SJac u; vð Þ ð6Þ

3 Methodology

We are using similarity instead of distance, which can be computed by measuring the
similarity between a sample and centroid. As similarity and distance are inversely
proportional to each other, distance function can be modeled as follows [17]:

1
sim

MAX DIST

9=
;

if sim 6¼ 0;
otherwise

ð7Þ

Where MAXDIS = 1,000 denotes the maximum distance between two points.
Unlike to minimize the distance between sample and centroid, we maximize the

similarity between a user and centroid, then (1) is modified by (8) where sim define any
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similarity measure. The K-Means clustering algorithm converges when centroids no
longer changes or a defined number of iterations is reached.

Jc ¼
Xc

j¼1

Xn
i¼1

sim Xi;Cj
� � ð8Þ

For evaluation methodology, we have randomly divided the dataset into training
(DTrain) and testing (DTest) by performing 5-fold cross-validation and reported average
results. Since we are using movies domain (FilmTrust and MovieLens 100K) for each
user, 80% randomly divides movies (rated by them) are chosen as training set and the
rest (20%) as the test set.

Mean Absolute Error (MAE) has been extensively used in many research projects,
such as [9]. It computes the average absolute deviation between predicted rating
provided by a recommender system and a true rating assigned by the user. It is
computed as:

MAE ¼ 1
DTestj j

XDTestj j

i¼1

pi � aij j ð9Þ

Where |DTest| is the total number of ratings provided by the test set, pi is predicted
rating and ai is the actual rating assigned by the user to item i. To obtain pi we use
clusters defined by K-Means. Finally, we use a K-Nearest-Neighbour (K-NN) approach.

4 Results

In this section, we present the performance comparison of aforementioned approaches
in terms of MAE and cluster quality (Within-Cluster). We make clusters from k = 2 to
10, because the best results in terms of accuracy are obtained with low k values.

Figures 1 and 2 show the results of MAE for Euclidean Distance (MAEwED),
Pearson Correlation (MAEwPC), Mean Square Difference (MAEwMSD), Jaccard
(MAEwJaccard), Jaccard Mean Square Difference (MAEwJMSD) and Mean Jaccard
Difference (MAEwMJD) onMovieLens 100K and FilmTrust datasets respectively. MJD
is the best metric in terms of accuracy (MAE). However, a good accuracy is not related to
good Within-Cluster. Figures 3 and 4 show the result of Within-Cluster for MovieLens
100K and FilmTrust datasets for Euclidean Distance (W-CwED), Pearson Correlation
(W-CwPC), Mean Square Difference (W-CwMSD), Jaccard (W-CwJaccard), Jaccard
Mean Square Difference (W-CwJMSD) and Mean Jaccard Difference (W-CwMJD) on
MovieLens 100K and FilmTrust datasets. For Within-Cluster Pearson Correlation is the
best metric. Furthermore, MSD based metrics are better than Euclidean Distance.

Tables 1 and 2 show the numerical results for MAE and Tables 3 and 4 show
numerical results for Within-Cluster on MovieLens 1M and FilmTrust datasets
respectively.
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Table 1. MAE results for K = 2 to K = 10 for MovieLens 100K

K MAEwED MAEwPC MAEwMSD MAEwJaccard MAEwJMSD MAEwMJD

2 0.865 0.838 0.821 0.849 0.824 0.798
3 0.888 0.850 0.833 0.849 0.825 0.816
4 0.872 0.852 0.846 0.849 0.836 0.814
5 0.844 0.870 0.859 0.849 0.847 0.846
6 0.866 0.877 0.856 0.849 0.840 0.821
7 0.859 0.870 0.866 0.849 0.847 0.864
8 0.870 0.874 0.859 0.849 0.862 0.828
9 0.854 0.872 0.876 0.849 0.860 0.856
10 0.865 0.886 0.878 0.849 0.865 0.843

Table 2. MAE results for K = 2 to K = 10 for FilmTrust

K MAEwED MAEwPC MAEwMSD MAEwJaccard MAEwJMSD MAEwMJD

2 0.737 0.709 0.722 0.743 0.728 0.704
3 0.749 0.722 0.727 0.743 0.744 0.704
4 0.756 0.739 0.749 0.743 0.744 0.697
5 0.760 0.732 0.742 0.743 0.745 0.703
6 0.741 0.732 0.761 0.743 0.766 0.693
7 0.760 0.736 0.763 0.743 0.750 0.704
8 0.755 0.744 0.753 0.743 0.759 0.697
9 0.778 0.737 0.751 0.743 0.762 0.693
10 0.774 0.754 0.764 0.743 0.772 0.702

Table 3. Within-cluster results for K = 2 to K = 10 for MovieLens 100K

K W-CwED W-CwPC W-CwMSD W-CwJaccard W-CwJMSD W-CwMJD

2 417.141 458.095 438.776 395.980 437.683 416.505
3 444.514 479.496 460.280 395.980 456.196 440.152
4 465.499 497.622 471.447 395.980 475.640 450.146
5 479.889 510.199 498.633 395.980 498.925 447.215
6 499.823 521.316 502.888 395.980 513.721 439.876
7 513.858 536.417 519.995 395.980 522.744 444.650
8 519.440 547.671 533.841 395.980 535.391 452.671
9 529.921 560.254 537.940 395.980 540.490 453.283
10 539.481 560.956 549.105 395.980 555.279 449.852
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5 Conclusions

We propose a novel method for clustering on sparse data, the results show that using
Pearson correlation as similarity measure to train K-Means clustering algorithm obtains
better results in terms of accuracy and cluster quality instead of classical approach that
uses Euclidean distance. Our fundamental contribution consists in using similarity
measures to clustering sparse datasets.

Future works include a comparison of different similarity metrics, specially Jaccard
based metrics since Pearson correlation has some drawbacks when there are a few
co-rated items.
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Abstract. Artificial intelligence (AI) has been making extraordinary progress.
To keep developing the AI, reciprocal feedback-communication between AI and
people in many use cases are important. Hence, this study aims to effectively
build an AI platform from data collection to data analysis as well as the eco-
systems in the field. The platform includes multiple applications for data col-
lection, a cloud database to store data, probabilistic latent semantic analysis and
Bayesian network as the AI by which people understand why predictions and
recommendations are provided as a white-box. The platform can be easily
customized and comfortably deployed for each use case depending on user
needs. In the test phase, as part of this study, the system has been deployed in
several fields, such as museum events, vending machines, and local Child
Guidance Centers that respond to child maltreatment. As part of future studies,
the systems should continue to be tested and developed more openly.

Keywords: Artificial intelligence � Eco system for AI � System engineering
Bayesian network � Probabilistic modeling

1 Introduction

Currently, Artificial intelligence (AI) has been broadly applied owing to the immense
development of machine learning, big data and highly specialized computer environ-
ments. However, these factors cannot be improved if additional data is not provided. In
other words, sustainable data growth is important for their development. Therefore, this
data should be utilized in valuable use cases as part of a streamlined start to this
process. Furthermore, it should be frequently deployed in diverse areas by a large
number of people. The environment and reciprocal communication between AI and
humans is called an ecosystem.

In order to develop the AI platform and ecosystem, three aspects, namely, trans-
parency, accountability, and a positive impact on society, are among the key values [1].

To demonstrate transparency, data should be consistent and the algorithm should be
well understood [2]. In addition, a good explanation of what AI represents is essential
for accountability because AI will be utilized in communities, local administration, and
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social justice [3]. Furthermore, a positive impact on the economy and society is related
to the generation of positive value chains in the daily life of a community. These are
broadly referred to with frame paradigms, from individual decision making, user
community issues and communication contexts to governmental policy making.

With respect to such open innovation platforms, it is important to develop an AI
platform from data collection to data analysis effectively as well as a mature eco-system
to enable it to learn efficiently. Therefore, transparency for an AI algorithm and data
collection, accountability for the explanation and prediction by AI, and a positive
impact on value chains of communities are required in the ecosystem of our society.

By following the theoretical framework of daily life behavior modeling [4], living
support applications such as digital signage, smart phones, and wearable devices can
build user models to compute user behavior patterns (See Fig. 1).

Once the user-data is stored onto a cloud database, it will be analyzed by the AI
which enables people to understand the algorithm. Then, when the AI has evaluated
and made predictions based on the data, it can produce two different models. Firstly,
phenomena models are built when users need to know what they should do. The
models are able to detect the situations for which decision making support would be
most highly requested. Depending on the situations (frames) which people are con-
cerned about and do not have enough confidence to judge, the models can develop
phenomena models of people’s difficult situations related to their own decisions.
Secondly, probabilistic models are generated and are computed to build mathematical
models to provide information recommendations. Once a database stores user-model
data appropriately, AI analyzes the data in step 1, collects each person’s phenomena
data in step 2, and provides a recommendation as a part of step 3. That is to say, AI can
understand when, where, how, and what questions users have as a part of each frame,
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and optimize the best recommendation as much as possible. Then, the user can refer to
the recommendation and consider his or her next behavioral response. The sequences
of the information communication between the AI platform and users may lead to an
improvement in their positive behavior experiences in the ecosystem. The feedback-
oriented AI platform and ecosystem would be considered as a piece of evidence about
the transparency, accountability, and positive impact on daily community life.

Therefore, this study aims to develop both an applicable AI platform and ecosystem
related to daily life to employ the circular process shown in Fig. 1. As a part of open
innovation, the system can be easily customized for the needs of each use case. As a
concrete use case, the study introduces the core concepts and three use cases which can
be comfortably deployed into community environments where people have social
concerns such as business matters, daily life issues, and social problems.

2 Core Concept of the AI Platform

The AI platform contains four different modules. The concept map, shown as an
application diagram is shown in Fig. 2.

First, multiple applications (c.f. iOS, Android, Web application, digital signage,
XperiaTouch by Sony, a smart vending machine with display and Microsoft Kinect,
and so on) are available for data collection. Depending on the situations, multi-platform
data collection is beneficial because data should be collected from young children to
elderly people. In the case of young children, almost all of them are familiar with
smartphones and tablet applications for data collection. Conversely, elderly people
might prefer a big display, such as digital signage and smart vending machines to
answer questions. Furthermore, based on research questions, data collection

Fig. 2. Application diagram
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environments are distinctly different. For instance, if users want to answer each
question by themselves, smartphones and tablet apps will be preferred. However, if
users want to discuss each question with friends and colleagues, digital signage and
XperiaTouch might be useful because they have a big display and enable users to share
the process of what they choose. To reflect many the user and research needs, the study
considered the situation context for answering and developing a multi-platform for data
collection.

Second, a cloud database for the storage of numerous data files (c.f. text, numerical,
image, video files, and so on) was included. In each community, there could be several
unplanned issues regarding data collection. For example, depending on the research
progress or change of research purposes, additional data could be required. Therefore,
the study needs to assume that the number of data variables could increase. Hence, the
study employed a NoSQL database, such as MongoDB, because it is easy to add extra
variables and respond in a flexible manner to diverse data.

Third, probabilistic latent semantic analysis (pLSA) for clustering and the Bayesian
network were implemented on a server for probabilistic modeling and recommenda-
tions. Their advantages are that their results are easy to understand graphically and they
take into account the uncertainty of the circumstances of daily life. Recommendations
are also feasible for not only presenting information but also establishing effective
questionnaires. The main component of the AI algorithm are explained in the following
section.

Fourth, the foundation of the RESTful API is included and can be connected to
each module and the cloud server. The system is flexible and able to be customized
depending on the user needs and required functionally. In addition, the server has a
login function and a supplemental database for data validation.

3 AI Algorithm

The study employed pLSA and a Bayesian network as the AI algorithm. This is
because the Bayesian network is utilized in many fields, from marine conservation [5]
to health care [6]. In addition, the study considers the importance of explaining AI.
Basically, how current machine learning works is unknown and most explanations
consider it as a black-box. However, if pLSA and a Bayesian network are combined,
this could be one option for understanding why predictions and recommendations are
provided as a white-box. The main algorithm is described in the following paragraphs.

pLSA [7] is a clustering method. In this method, the study assumes that the variable
x in data d is generated via a latent variable z. As a part of the likelihood maximization
of the Expectation–Maximization (EM) algorithm, the latent variable z 2 Z ¼
z1;. . .; zkf g is added to the co-occurring data. The co-occurrence frequency is shown as

n(i, j). The joint probability is described by the following equation.

P xi; dið Þ ¼
X

k
P xijzkð ÞPðdijzkÞP zkð Þ ð1Þ
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Subsequently, P xjzð Þ;P djzð Þ;P zð Þ are calculated by the EM algorithm which
maximizes the following log likelihood function.

L ¼
X

i

X
j
n i; jð ÞlogP xi; dið Þ ð2Þ

pLSA can maximize the information content of the EM algorithm. That is, it consists of
dimension reduction, which has less information content loss and can be implemented
by the producing segments. The latent classes extracted by pLSA are beneficial for big
data analysis. However, it does not clearly explain what the latent class means.
Therefore, it is important that relationships between latent classes be calculated
graphically by the Bayesian network with other nodes. As pLSA often tends to fall into
a locally optimal solution, multiple initial value settings are necessary.

The Bayesian network [8] enables the prediction of specific events and provides
reasonable decision making presented by probabilistic modeling. The product of joint
probabilities among the variables shows the simultaneous distribution of the model that
the Bayesian network presents. The Bayesian network is structured as a graphical
representation of probabilistic relationships between several random variables and
represents their conditional dependencies via a directed acyclic graph. Each variable is
called a node and nodes are related by strings called links. For example, the depen-
dence relation between random variables Xi and Xj is represented by a directed link
Xi ! Xj. In this case, Xi is the parent node and Xj is the child node. If it is assumed that
the set of parent nodes p Xj

� � ¼ X1; . . .;Xif g with child node Xj exists, the dependency
relation between Xj and p Xj

� �
is quantitatively indicated by the following conditional

probability.

P Xjjp Xj
� �� � ð3Þ

Furthermore, for each of the n random variables X1; . . .;Xn similar to a child node,
the joint probability distribution of all the random variables is shown below.

P X1; . . .;Xnð Þ ¼
Y

j
P Xjjp Xj

� �� � ð4Þ

If the Bayesian network is applied to big data, the number of states for the discrete
random variable becomes very large. Therefore, the size of the conditional probability
table also becomes large and the frequency distribution becomes sparse. In order to
solve the problem, it is necessary to cluster the state to an appropriate granularity before
building the Bayesian network [9]. Consequently, the study operates pLSA as prior
processing which can prevent the frequency distribution from becoming sparse [10].

304 K. Takaoka et al.



4 Use Cases

In the test phase, we deployed the system into several fields and specifically collected
numerical and categorical data. For example, we implemented the AI platform and
ecosystem into museum events, vending machines, and local Child Guidance Centers
in Japan which respond to child maltreatment cases.

4.1 Museums and Events

First, in the museum, the AI platform and ecosystem collected visitors’ data and
suggested what the visitors should view (See Fig. 3). For example, when users in the
event entered their information into a digital signage system and the AI provided
personalized recommendations about which booths in the event might be preferred by
each user. Once users received the recommendation, they can decide where they would
like to go based on them. In addition, the AI platform can collect when and where users
want recommendations. AI can learn the time and situation frames from the data and
update the probabilistic modeling.

4.2 Vending Machine (Under Development)

In vending machines, the AI platform and ecosystem collected user preferences con-
nected with their NFC cards to understand user context, such as time, occasion, place,
weather, temperature, the number of people in their party at the moment, and so on.
Subsequently, the system provides the estimated preferred beverages for each user and
shows the reasons why the system makes a certain recommendation (See Fig. 4). For
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example, a user is likely to buy coffee during the day based on his/her purchase history.
However, the system may detect that he or she often buys beer at night during the
summer season. Then, during the autumn, he or she might change his or her prefer-
ences and tend to buy green tea. The system keeps learning the users’ profile and
frames. If the user comes to a vending machine in which the system is embedded
during the daytime and over the summer season, the system utilizes the user’s past
frames and recommends a bottle of green tea.

4.3 Child Abuse Cases

In Child Guidance Centers, the AI platform and ecosystem collect case data (See
Fig. 5). It also calculates the risk of child abuse and provides decision making support
for child protection. This system learns the risk of each child abuse case and the past
decision-making history of social workers. Subsequently, it updates the probabilistic
modeling and social workers can refer to the latest risk probability. Therefore, it
enables social workers to promote their best practices. In fact, the AI platform and
ecosystem is “practice as research” in the field in this case, which means local prac-
titioners input risk assessment data as official logs in their practice into the system and
the system provides a recommendation based on all previous child abuse cases that
they and their predecessors have responded to. The system can learn each case and
enhance their practice in the eco system.

PLSA  & Bayesian networks

Collect user preference
from NFC card

Detect user frames and provide the 
best beverage recommendation

Database
Probab

ilis
tic

Models

Recommendation for 
users’ estimated favorite 

beverage based on the context

PLSA  & Bayesian networks

Based on user preferences, intent 
& behavior prediction

Collect user preference
from NFC card

Detect user frames and provide the 
best beverage recommendation

Database

Recommendation for 
users’ estimated favorite 

beverage based on the context

Based on user preferences, intent 
& behavior prediction

Feedback-oriented
AI Platform Eco-system

User models
Ph

en
om

en
a

m
od

el
s

Fig. 4. AI platform and ecosystem in vending machines

306 K. Takaoka et al.



5 Discussion

The study demonstrates an AI platform and ecosystem which supports multi-modal
data collection and personalized recommendations (See Fig. 6). These functions have
three unique points. Firstly, the AI platform and ecosystem can learn and utilize user
and/or case frames, such as context, situation, timing, environmental issues, and so on.
The Bayesian network can update prior information (user frames) according to actual
user or case profile data (likelihood) into posterior information (an updated frame).
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When people receive recommendations, they are likely to be affected by the recom-
mendation. This situation means that the system updates people’s own frames and
supports good transparency.

Secondly, a consideration of the ecosystem is inevitable for an AI platform. The
platform can generate an intuitively understandable prediction and the user can learn
something from them, as they are well-regarded in terms of accountability. As men-
tioned at the beginning of the paper, learning and updating happens not only in the AI
system but also among users. Therefore, the ecosystem generates continuous learning
opportunities for both AI and users.

Thirdly, the system can provide the functional modules and a low-cost platform for
different use cases. Given that the AI platform and ecosystem have already almost been
completed and deployed in the foundation phase, they will be embedded into multiple
fields to evaluate how users will react to the social collective impact to their daily lives
in the next phase. In addition to the first and second points, the third point creates a
positive value impact in our communities.

6 Future Work

The proposed AI platform and ecosystem have started to drive the next evaluation and
updating phase. To apply them to different needs and field conditions, it is required to
continue testing and developing them more openly. Furthermore, in order to ensure
their dissemination, more attention should be paid to confidentiality issues, such as in
health care, government data, and so on. In addition, a scientific implementation
methodology is required; this is because each field has a different way of implementing
AI, based on the industry methods, government conservativeness, and academic
robustness of the computed AI result.
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Abstract. An actual task is the classification of knowledge of a specified
subject area, where it’s represented not as information coded in a certain
manner, but in a way close to the natural intelligence, which structures obtained
knowledge according to a different principle. The well-known answers to the
questions should be classified so that the current task could be solved. Thus a
new method of decision tree formation, which is approximated to the natural
intelligence, is suitable for knowledge understanding. The article describes how
entropy is connected to knowledge appearance, classification of previous
knowledge and with definitions used in decision trees. The latter is necessary for
comparing the traditional methods with the algorithm of the decision tree
obtaining approximated to the natural intelligence. The dependency of entropy
on the properties of element subsets of a set has been obtained.

Keywords: Entropy � Natural intelligence � Knowledge � Production rule
Decision tree � Question and answer system binary tree

1 Introduction

Nowadays numerous classification tasks [1–3] are being solved in various areas of
science. They have become actual due to the fast development of information tech-
nology. The progress in the methods of data collection, storage and processing has
made it possible to collect huge masses of data. That is why the methods of automated
analysis are necessary for such masses of data in order to process such a great amount
of knowledge. Decision trees are suitable for solving the tasks of classifications. These
trees make it possible not only to classify all objects but also to obtain the tree structure
with the optimal code [1, 2] having the minimal length. The demand for it grows with
the increase in the number of classified objects, because the height of the tree increases
as well. Here the resulting code is represented according to the Huffman tree type, by
means of zeros and ones. For obtaining the optimal tree they use the information theory
method suggesting the usage of the notions of information gain [3] and entropy [2].
The obtained Shannon’s formula for the nodes of classification trees and the basic
definitions taken from information theory provide a conventional way of building a
decision tree. The way of choosing the attribute [4] and the rules for obtaining the
nodes [3] is always a creative process, which has the peculiarities conventional for this
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theory. Due to the fact that classification trees suggest adding the objects in the process
of getting new experience, the problem of reconfiguring the tree is actual here. It is
necessary to develop the ways of teaching the decision support systems using such
trees [5]. The resulting situation is as follows. There are no volume limits for describing
the objects, their properties, facts, etc., which are to be classified and used for solving
the complex scientific and applied tasks due to the modern advances in computer
technology. The limits start to appear when the apparatus of analysis for these facts,
objects, etc., is being arranged. These limits are the disadvantages of using the decision
tree method, and they have to be corrected urgently. The authors suggest another way
to eliminate the disadvantages of this method: they propose to change the conventional
approaches to using it. The pre-existing approach to using the decision tree method did
not make it possible to solve a number of tasks by the method of decision trees, which
are especially vulnerable to using the equivalent structures of knowledge representation
and the rules for obtaining the tree nodes [6–9]. That is why the effect produced by
automating such tasks should be greater than or at least equal to the efficiency of
solving them manually. In this article let us analyze one of such tasks and the way of
solving it.

It is the task of the classification of knowledge for a given subject area. For solving
such tasks, the authors suggest using a specific approach to obtaining decision trees and
knowledge representation, which is approximated to the natural intelligence. Such an
approach made it possible to obtain an automated system with the efficiency close to
the work of the natural intelligence. For this purpose, it was necessary to analyze the
efficient modern ways of structuring and working with information, which are used by
the natural intelligence while obtaining the ideal and checked knowledge of a subject
area. In this connection the modern ways of improving the work of the intelligence and
the authors’ own experience of working with scientific information. The readers will
probably find the common features in the approach to learning and memorizing the
checked information, which are used by them as well.

Any human being is accustomed to the idea of knowledge as possessing the
checked information (answers to the questions) making it possible to solve a set task.
So, the natural intelligence is accustomed to structuring the knowledge it obtains
following the principle of classifying the existing and the known (to it) answers to the
questions in such a way for the purpose of solving any task it receives. The question
“What method should be used to solve the task or what tool should be applied?” is
usually important for any scientist. And then the set of knowledge of a given subject
area is the methods of solution, which are structured by the natural intelligence in a
specific way making it possible to choose the proper solution method while identifying
the task properties. In this approach the decision methods are classified, their numeric
equivalent being the number many times smaller than the number of all the tasks that
already exist and can appear later. Such an approach to identifying the aims for
memorizing and further structuring is typical for the natural intelligence. It lets the
intelligence omit the unnecessary information that can “overload the human brain” and
“confuse the process of understanding” the information obtained and, therefore, the
process of its memorizing and structuring for further use. A well-trained human brain
can structure the knowledge at a high level, turning a human into an expert in a certain
subject area. That’s why the correct methods of teaching students, which represent the
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knowledge in a way convenient for understanding and memorizing, are sometimes of
such great importance [8]. Such methods can be observed in the mathematics and
physics textbooks, where the methods of solving the tasks and the laws of physics are
presented in the order of their appearance or making the discoveries. As we see, the
process of structuring and teaching, i.e. adding new ideal knowledge, is carried out
gradually, from the simpler methods to the more complex ones. The reader has
probably noticed that a definite amount of school and university knowledge to be
studied in a certain subject area is limited to certain methods or laws, and the rest stays
out of the curriculum. The other methods, which appeared later, are presented in the
specialized literature, articles, scientific reports, etc. This situation reflects the natural
intelligence quality to remember only a certain amount of information: not more than
7–9 positions, as it has been found out. It is clear that when the amount of information
increases very fast, it is hard to remember it all and to structure it correctly. Those who
want to have strong intelligence use modern methods of memory training and infor-
mation structuring for the efficient planning of time, money and learning process.
Those who have succeeded to develop their abilities in this area are considered
high-class specialists – experts. Compared to others, their knowledge and experience is
considerable, and the way of functioning of their intelligence is more efficient. As we
see, the human intelligence could be much more efficient than a computer system if it
had more “memory volume” and “task performance speed” reserves.

There are well-known efficient methods of structuring by the natural intelligence,
which resemble decision trees by the form of presenting information. It was necessary
to compose a modified algorithm of obtaining decision trees in a way, which is
approximated to that of the natural intelligence, defining how the notion of entropy is
connected to the appearance of new knowledge and the classification of previous
knowledge. Let us connect entropy to the main definitions used in building decision
trees, because using this notion makes it possible to obtain the efficient tree structure
and reflect the way of knowledge structuring used by the natural intelligence. The latter
is necessary for comparing the new method of building decision trees, approximated to
the natural intelligence, with the traditional methods.

2 Materials and Methods

It is known that entropy depends on the proportion in which a set is divided, and it
decreases symmetrically following the increase of this proportion from 0 to ½. In the
case of dividing a set into several parts entropy is at its maximum when the parts have
equal sizes and equals zero if one of the parts occupies all the set. In order to obtain an
efficient division of a set into subsets it is necessary to select an attribute which gives
the largest increase of information. According to the standard understanding of entropy,
accepted in information theory, the leaves of decision trees are classes, and for the
classification of an object it is necessary to descend the tree sequentially; then the way
from the tree root to its leaves can be described as the explanation of placing this or that
object within a certain class. Then entropy is an average quantity of bits required for
coding the attribute S of the set element A. So, if the occurrence probability for S equals
½, entropy equals 1 and a full-valued bit is required; and if S occurs at no equal
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probability, the element consequence A can be encoded more efficiently. Such an idea
of entropy makes it possible to use coding theory for obtaining an optimal code of
binary decision tree in order to use it in intelligent information systems, e.g. in decision
support systems, for solving various tasks. Such decision trees make it possible to
apply for them the well-known ways of data representation, accepted in modern
databases and knowledge bases. This idea of entropy, information, and knowledge is
typical for a process which can be automated well with the help of computers, but it
differs from the way of information structuring followed by the natural intelligence.

It is typical for the natural intelligence to operate not the bits, but the amounts of
knowledge it has learnt, i.e. understood, and could therefore structure in a proper way.
Then, according to the above-mentioned statements of information theory and the
definitions of entropy, we can consider that the knowledge З increase of a certain size
DЗ will enable the entropy S decrease of a certain size DS (Fig. 1). It is possible if
knowledge DK differs from knowledge K by a certain property C. The property C can
be considered an attribute.

For the explanation of the method of decision tree building involving entropy they
use a simplest example, which we shall use for comparing two approaches: the tra-
ditional one and the one suggested by the authors of the article. There is a set of
two-coloured balls (Figs. 1 and 2), where the ball colour depends only on coordinate
x. Obtaining the tree nodes, we shall perform calculations using Shannon’s entropy
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where N is the number of balls belonging to the group to be split and Ni is the number
of balls of the same colour in the group to be split, and the following learning algo-
rithm: it is necessary to find the rules (predicated) as the basis for the training data set

Fig. 1. Sample of calculating the entropy when choosing x
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so that the average value of entropy diminished. The process of dividing a data set into
two parts according to a certain predicate leads to decrease in entropy. If the entropy
value turns out to be less than the entropy of the initial set, it means that the predicate
contains a certain generalizing information on the data.

Now let us demonstrate the suggested approach, which suggests the absence of the
dependency of the ball colour on the coordinate x. The fact of the character of dis-
tributing the balls of two colours between themselves will not be taken into consid-
eration. It is necessary to identify the property which will make it possible to divide the
multitude of balls into two groups. The readers will notice that if they look at the given
sequence they can see that

• all the figures within the sequence are balls;
• all the balls have the same size;
• all the balls within the sequence are of only two colours: yellow and blue.

The first two properties unite all the group of balls, while the third one divides them
into two parts. So, the solution will be the property “Is the ball yellow?” which will
divide the balls into two classes: the yellow ones and the blue ones (Fig. 3).

If a figure with a different property appears, it can be immediately distinguished
from the already classified groups by that very property. If it is a square, the new
property “Is this figure a circle?” will make it possible to divide the figures into two
classes – the circles and the squares. And the new property will become the root of the
tree. The new nodes can be added to the tree taking into account the probability for the
other types of figures or the already existing figures different in colour or size to appear.
They can become either new roots of the tree or its intermediate nodes. The more
diverse the classified multitude is, the more efficient is the way of choosing the
properties classifying this multitude. Comparing the decision trees presented in Figs. 2

Fig. 2. Sample of solving the task in a traditional way.
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and 3, we come to the conclusion that the new approach provides a more efficient
solution.

The analysed example characterizes a random non-meaningful formation of a
multitude and adding elements to it. A subject area, on the other hand, is characterized
by a well-grounded introduction of the new knowledge based on the already existing
knowledge. The new knowledge can contribute to the already existing knowledge or
discover new knowledge areas. This is what determines whether the new knowledge
property will be an intermediate note of a decision tree or its new root.

Let the process of getting new knowledge of a subject area be infinite. The initial
moment of this process is characterized by the fact that З = 0 (where З stands for
knowledge). When a number of tasks to be solved emerge, interdependent changes
occur in the system, and they lead to the appearance of new solution methods having
the properties C1 and solving the tasks of the same class. The ongoing external
influence leads to the appearance of new knowledge DЗ, which will influence the
appearance of new solution methods. The well-known and new methods have the
common property C2, but the new methods do not have the property C1. As it is seen in
Fig. 4, with the appearance of new amount of knowledge the current entropy meaning,
which characterizes the general condition of a subject area, diminishes in the course of
time. The appearing new property, e.g. C2, is the border between the already existing
knowledge of a subject area and the non-knowledge, which will turn into knowledge in
the course of time. It does not contradict to the idea of knowledge in philosophy,
according to the definition given by Anaximenes. He presents knowledge as a circle
with non-knowledge existing beyond its borders (green lines in Fig. 4).

The process of appearance of new knowledge and new properties corresponds to
the learning algorithm for the new approach, which defines the rules for obtaining a
new tree root. Popova, Romanov and Evseeva developed and published these rules in
the scientific articles [7, 8] in regards to the question and answer system binary tree,
which describes such a subject area as optimization methods [6, 9]. The initial data here
are the optimization methods, which were to be classified. The result of transition along
such a tree is the optimization method, which should be used for solving the task with
the set of properties obtained in the solution process. The solution method itself pre-
determines the class of tasks possessing these properties. The addition of a new
solution method for an optimization task to the decision tree takes place after it is
published and becomes well-known to the scientific community. The standard
approach, on the other hand, would suggest the classification of all the existing

Fig. 3. Sample of the solution using the new approach.
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optimization tasks, including those of the same type, with gradual addition of new tasks
to the tree with a similar solution method [6], which is very inefficient.

These rules were used for obtaining the decision tree classifying 64 well-known
optimization methods. The rest 63 nodes are intermediate nodes, giving their unique
from root to leaf paths and showing the course of finding a solution – selecting the most
suitable method (see VIDEO1.mp4, binary tree of Q&A system.xlsx in [6]). In sum it
gives 127 nodes in the decision tree. It is now possible to realize how effective this
approach is, because the number of all the possible classification methods is consid-
erably greater than 64.

3 Theory/Calculation

Now let us connect the well-known principles of information structuring performed by
the natural intelligence for memorizing it with the definitions of entropy and the
postulates accepted in information theory.

Following the first principle of structuring, information must be divided into groups
and subgroups following a certain criterion meaningful for us. According to the second
principle, the identified groups must be logically connected and arranged in a necessary
order (following their importance, time, intensity, etc.).

It does not contradict the information theory statement that entropy depends on the
proportion in which a set is divided. That is why it will diminish in the course of time
as it is a necessary transition from chaos to order in case of obtaining a logical
structure, which is easy to remember and visualize. This process will occur gradually
due to the introduction of more and more new knowledge DЗ. The process of dividing a

Fig. 4. Character of changing maximum entropy from the time, which depends on the
appearance of new knowledge, i.e. of new methods of solving the tasks of a new type.

316 O. Popova et al.



set of data into parts, leading to diminishing entropy, can be estimated as information
production, where information is knowledge structured in a specific way.

Let us consider that, before the new method of obtaining decision trees emerged,
the knowledge a certain subject area had’t been classified properly, i.e. entropy had
been at its maximum. Then all the set will have to be divided recursively into two parts
in a proper way until only one element is left in the tree leaves. Such a way of dividing
a set into parts makes it possible to take into account the main postulates obtained for
entropy in information theory, which are listed above (in part 2 of the article), and to
obtain an optimal and logical decision tree structure, which is easy to be implemented
and memorized. It would be possible to divide a set into parts equal to the number of
set elements, then at one division time entropy would diminish to zero. Such a situation
could be possible if every element had its property. But, as a rule, for any set of
knowledge in a certain subject area there is a series of properties, each corresponding to
a certain number of the set elements. The properties that need to be selected for division
first of all are the properties possessed by a larger number of elements (Fig. 5).

It is seen in Fig. 5 that all the elements of the set M0 possess a common property
C0. Let M0 be the multitude of optimization methods to be classified, and the property
set Ci is the properties, which first divide the optimization methods into groups and
then separate each method from another as it is shown in Fig. 6. Then the subsetM1 has
a property C1, which unites a large number of elements of the initial set M0. Therefore,
this property will be the first to break the initial set M0 into two parts, diminishing the
maximum entropy Smax by the size DS1. In the same way the entropy S1 will be
diminished by the size DS2 due to the division of the subset M1 by the property C2 into
two parts. This process will continue until the subset M3 consisting of two elements
(the black and the violet balls) is divided into two parts by the property C4. As the
subset M4 consists of one element (the black ball), entropy is close to zero. Let us
consider it close to 0 as there is a possibility that some more elements of the subset M4

with the same properties C0, C1, C2, C3, and C4 will appear in the course of time.
Recursively, the same actions are repeated with the remaining elements of the

subsets M0–M1; M1–M2; M2–M3. As there is only one element (the lilac ball) left in M3,
partitioning is not performed.

Now the knowledge of a subject area structured in a specific way give the smallest
size of entropy, but not zero, as knowledge will go on being generated by scientists. It

Fig. 5. Knowledge set of a certain subject area with its own series of properties.
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will continue until new scientific and applied tasks requiring their solution keep
appearing. The tasks may have different levels of complexity and be connected to the
topics referring to the already known and classified knowledge. That is why two more
actions are added to breaking a set into parts: transition along the decision tree with
searching the place of potential addition of the elements to the necessary subset and its
further partitioning in the above-mentioned way; adding a new root of the tree if
elements with property or propertied differing from the already existing ones have
appeared. The latter action is similar to dividing an initial set into two parts by a
property uniting the greatest number of subset elements. If several elements with the
property C−1 have appeared, then the largest subset (Fig. 5) will be M0 with the
property C0, which will break all the set into two parts. The first part will be the already
classified elements, which will enter the tree without changes. The second part will be
the subset of several elements with the property C−1, which will be recursively divided
in an analogous way. Therefore, in case of repeating this situation, the next property
creating the new root of the tree will be C−1. When the new root of the tree is obtained,
entropy gradually diminishes and aims at zero.

Let us define the character of the dependency S(C). In Fig. 6 it’s seen that for the
initial division of the set M0 into two parts by the property C2 the graph has the form of
a line for the elements of the subset M1 with the same property C2 – it’s the interval
with points 1-2.

In the case of dividing this subset M1 into two parts by the property C3 a broken
line with points 1-3-2 is obtained. During further division of the subsets into two parts
the broken line gets a deflection and becomes smoother. For the example depicted in
Fig. 6 it’s the broken line with points 1-9-8-3-7-4-5-6-2. In the course of time new
knowledge will make this broken line very smooth and close to the logarithmic
function in form. Therefore, the dependency S(C) can immediately be depicted in the
form of such a graph (see the blue logarithmic curve)

Fig. 6. Character of change of the dependency S(C) in the process of the initial partitioning of
the set recursively by the properties C1, C2, C3 …, C9..
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where Ni is the number of set elements with the property Ci and N is the maximum
possible number of the set elements.

4 Results and Discussion

The graph of the dependency S(C) reflects not only the current points of dividing the
initial set into parts, but also the potentially possible ones. Using entropy in the
approach we suggest helps to obtain interesting results, whose analysis helps to connect
the appearance stages for new knowledge of a subject area with the properties of new
solution methods and with the subject area classification stages:

• Each new property, which divides knowledge from non-knowledge, diminishes the
current value of entropy for the classified subject area.

• Each new property, which gets into the already discovered knowledge area, makes
the classification of this area more detailed.

• The more elaborated the subject area is and the more classified the methods used in
it are, the stronger the graph of entropy dependency S(C) resembles the logarithmic
curve (see Fig. 6).

• The properties identified for a subject area are clear for the natural intelligence and
can be used to structure the subject area knowledge, are easy to remember, and can
be used in teaching and learning as well as for building an efficient decision tree that
can be used in the information system.

• The closer a property is to the non-knowledge area, the more complex and general it
is; and it creates the “Scio me nihil scire” (“I know that I know nothing”) effect.

• The closer the knowledge is to the axis beginning, the more properties it has, with
those properties being simpler and characterizing the knowledge more accurately;
and the way to that knowledge along the decision tree is longer.

• The properties must not be repeated.

The idea of entropy change represented in Fig. 6 makes it possible to have a
different look at the representation of knowledge in the information system when it
refers to the subject area. It’s naturally reflected in the ways of decision tree imple-
mentation as the corresponding means of implementation (both for the data structure
and the programming languages) already exist. That’s why it is possible to make a
conclusion that the possibility of solving the subject area classification task was first
gradually prepared and developed, and then it took the form of a corresponding
solution.

The formula (1) corresponds to Shannon’s entropy. If for the standard application
of entropy in the universally accepted algorithm of obtaining a decision tree this
formula plays a certain role in the calculations of values for the predicates of the given
attributed for obtaining the interim nodes and leaves of the tree, the new method, which
is approximated to the natural intelligence, does not need the calculation of entropy. It
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is just necessary to provide the proper selection of properties, which structure the
subject area knowledge, i.e. classify the task solution methods.

The obtained dependency S(C) makes it possible to see the following connections,
which can be implemented using recursion in the algorithms for obtaining the decision
tree nodes [6]:

between the choice of the current root of the tree and the property, which unites the
largest number of the subset elements;

between the choice of the current interim node of the tree and the property, which
unites the largest number of the elements of the current interim subset.

Then for adding new elements into the set M0 it is necessary to use the two
programs indexed in the subprogram algorithm, which will help to find the place for
adding the elements in the decision tree or to create a new tree root, preserving the
remaining structure untouched. For the implementation of the algorithm described
above it is most efficient to use indicators and recursion, i.e. the binary tree is presented
as a dynamic structure.

This algorithm was used in the software Optimel v1.0.1 [6]. The software performs
a visual choice of the optimization method for the current task from the subject area of
optimization methods. The most suitable optimization method for the problem was
found. The volume of an axial flux electric motor is to be minimized. The electric
output parameters – power, voltage, current and shaft rotation speed – are set. The
optimal geometric dimensions of the electric motor stator so that its volume was
minimal are to be defined [6, 9].
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Abstract. Internship programs are a vital course for most study programs in
terms of integrating and demonstrating the body of knowledge of the real
professional work domain. Most schools adopt this program and give it a very
high priority due to its significance and core value. However, internship program
management consists of several components - especially the work performance
of interns, which is one of the most crucial factors. Business Intelligence or BI
can address this concern well with its analytical capability to provide multi-
dimensional or multi-pivotal reports and highly responsive interaction to any
query regarding an internship’s work performance. Moreover, it features
adaptive visualization and provides many insightful strategies for interns,
advisors and stakeholders enabling them to manage the work of interns in the
organization more effectively. One current study is employing Business Intel-
ligence software called Microsoft Power BI. This desktop platform has been
handling sets of cumulative data for the past 5 years (from 2013 to 2017)
involving 470 students in Information Technology programs. It illustrates
graphical outputs in a dashboard format that processes raw data and transforms
it into meaningful information and insightful strategies, respectively.

Keywords: Business Intelligence � Information Technology
Internship program � Management

1 Introduction

Information systems play a crucial role in strategy planning and decision-making in the
business world. There are many kinds of information systems available in the market
such as Management Information System (MIS), Decision Support System (DSS), and
Executive Information System (EIS). These systems can provide a lot of insightful
information in the form of charts, graphs, and other statistical information to help
management define their organizational strategies and plans [1]. However, information
collection and distribution are very critical to the decision-making process. Information
has to be facilitated by various channels of information and communication technology
(ICT) to process large volumes of data using the enhanced features of information
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systems in order to obtain relevant information [2]. Eventually, the integration of
advanced ICT and predecessor information systems such as MIS and DSS evolved into
the advent of a new sophisticated information system called Enterprise Resource
Planning (ERP). This system can handle all data, information, and knowledge which
covers every level of enterprise users from top to bottom [3]. Recently, Business
Intelligence (BI) has been adopted and widely implemented in medium and large size
organizations. BI features complement its predecessors by providing insightful infor-
mation in various dimensions. Business Intelligence is a domain term that consists of
technologies such as online analytical processing, data mining, business performance
management, data warehousing, business analytical tools, etc. [4]. This research
studied analytical techniques and methods of Business Intelligence and deployed them
to analyze a set of data regarding the internship work performance of students from the
Information Technology program of Suan Sunandha Rajabhat University, Thailand.
The results of this study are presented in interactive reports and a responsive dashboard
monitor to aid in planning the IT internship program over the next following years.

2 Literature Review

Business Intelligence is defined as the process of gathering information in the field of
business; the process of turning data into information and then into knowledge.
Business demands always constantly evolve with the business target. There are 3
approaches proposed in this study [5];

1. IT-Centric. This approach initially focuses on data collection and analytical tool
selection. It emphasizes making better business decisions through the analysis of
historical data.

2. Information Management. This approach focuses on real-time decision-making and
emphasizes integrating data from CRM and ERP applications.

3. Predictive Insight. This approach focuses on advanced analytics and predictive
modeling to anticipate likely future events and capitalize on new trends or market
opportunities. It emphasizes business outcome optimization.

The Business Intelligence System is very important in the decision-making process.
It also plays an important role in corporate strategic planning to achieve effectiveness
incorporate management. Business Intelligence Systems contain sets of methodologies,
processes, architectures, and technologies. It can transform raw data into meaningful
and useful information and help to enable more effective strategic, tactical, and oper-
ational insights and decision-making [6].

Business Intelligence implementations require business process knowledge and
skills. These are 3 vital skills in order to implement a successful Business Intelligence
system [7];

1. Business Skills: Organizations must be able to quickly analyze market changes and
to adapt processes consistent with existing conditions. Also, according to the
demands of multiple customers, they must be able to prioritize needs and expec-
tations using different tools and have a strong organizational strategy.
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2. IT Skills: Organizations should provide all the necessary infrastructure to updates
by identifying, collecting, and receiving data and saving and maintaining it and be
able to integrate the existing data. Also, they should be able to monitor the BI
programs and assist this process effectively.

3. Organizational Skills: Organizations should be able to implement this new system
and warn the appropriate organizational culture, implementing step by step. If they
fail to adequately do this, staff and personnel may resist the new changes. On the
other hand, the organization needs to have the strength to explore and describe data
and to finally analyze and summarize it carefully.

Chopvitayakun [8] identified the relevant internship program as an essential core
course for most undergraduate study programs. It involves real-setting workspace and
real-life problem-solving skills integrated with knowledge and IT competencies.
Internship programs benefit interns in several ways. Interns have to apply their
knowledge which they have learned over the last four 4 years with assignments or tasks
given by their host organization. In the Information Technology industry, many
businesses allow interns to practice and work in their organizations as a way of
recruiting new employees. Well qualified interns who can complete tasks with satis-
faction may have a chance to be recruited as a full-time worker. Each organization will
demand slightly different qualifications from interns. However, most organizations
have common qualifications for their desired interns such as punctuality, manners,
responsibility, and competence. According to this study, there are a few uncertain
factors regarding job attainment of each intern and these uncertainties need to be
studied.

3 Methodology

This study gathered data over 5 years from 2013–2017, from 470 interns in the
Information Technology program of Suan Sunandha Rajabhat University, Thailand. It
uses the CSV input format file for Microsoft Power BI software to import and analyze
data to foresee trends that might happen and involve internship decision-making and
strategy planning such as competitive rates for interns to attain a job within each
organization and comparative scenarios among intern’s work performance. Dashboard
was generated by Microsoft Power BI. The visualizations on this dashboard come from
several key reports and each report is based on one relevant dataset. Dashboard is
similar to an entryway into the underlying reports and datasets. This study created
important visualizations in the form of charts, graphs, and lines to provide nice and
effective graphical interface.

3.1 Microsoft Power BI

Power BI is a product of Microsoft Corporation available on cloud-based, desktop-
based, and mobile phone-based platforms. It has some interesting features such as a
data warehouse, data preparation, data discovery, and interactive dashboards. In this
study, Desktop-based Power BI was used to import datasheets from Microsoft Excel
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and migrated them in to the data entities. Each one of them was linked accordingly to
their meaningful relationship and principles of data manipulation. Finally, these data-
sets were analyzed and generated a set of insightful reports pinned on a multi-window
dashboard. At one time, this provides an interesting perspective, as a new visualization
can be customized and generated efficiently.

Power BI can handle different types of data sources such as Text, Excel, and
Database files, or retrieve data from other Database software real-time via Open
Database Connectivity (ODBC). Moreover, it can retrieve data from a Cloud server
such as a HTTP website. Data in this study was provided in Excel file format and
imported using Power BI by column and work sheet.

Data entities and relationships were normalized by using internal and external keys
according to the rule of data standardization. Microsoft Power BI has several tools
to visualize information and filter findings for specific purposes. Microsoft Power BI
also provides dynamic range of query to retrieve particular pieces of information
effortlessly.

Power BI supports a wide range of data type from simple formats such as text or
numerical to sophisticated formats such as date/time and currency. The data pane on
the right bar shows table structures and data fields for data manipulation. Once data is
imported into this project, it can be edited within Power BI workbook. Workbook looks
like a table format in Excel with columns and rows.

4 Result

Power BI report created a multi-perspective view retrieved from internship datasets. It
provided visualizations that constitute different findings and insights from the data of
internship programs from 2013–2017. Figure 5, shows some example reports repre-
senting the job attainment of IT interns and overall competitive rate of organizational

Fig. 1. Data source and import panel
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employee recruitment. These reports were analyzed from internship datasets. Each
visualization in these reports depict a nugget of information pivotal to interns and their
advisors. Moreover, these visualizations are not static, they are very dynamic and ready

Fig. 2. Entities relationship in Microsoft Power BI

Fig. 3. Data sheet and pane in Power BI
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to apply and customize new filters or criteria to retrieve new relevant information. Each
type of visualization such as the geolocation, radar, and scattered charts, and the
stacked bar or column chart are highly customizable and promptly updates visualiza-
tions as the underlying data changes. Moreover, an alerting feature can be deployed in
Power BI. Sensitive information, such as the decrease in rate of acceptable intern job
performance for 2 consecutive periods, this system can be set to notify you automat-
ically by e-mail or message box.

Fig. 4. Geolocation report of intern’s work sites

Fig. 5. Dashboard and some visualizations of report of internship data
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Geolocation data from the Power BI workbook can be generated as pin points on a
map, showing a cluster of scattered work sites of the organization where interns receive
their training. Format of this geolocation data can be stored as X, Y coordinates or
latitude and longitude format. A Power BI geolocation report can illustrate several
types of maps such as bubble and shape maps.

This dashboard is highly responsive and adaptive to user’s requirements. Different
criteria from users will affect the visualization of graphical information that each report
represents. This dynamic feature of Power BI allows proactive queries employing a
wide range of information regarding the internship program.

5 Conclusion

This research applied Business Intelligence software and its analytical features to
provide dynamic reports called dashboard. Its responsive and interactive features easily
provide a wide range of queries regarding the internship program; specifically, the
intern’s work performance. There are many pivotal reports generated from this study
and all of them serve the needs of the internship program management. Business
Intelligence concepts and frameworks have been implemented in this research in order
to stipulate strategies and plans proactively. However, it is stand-alone system,
accessed by computer clients having Microsoft Power BI software installed. It cannot
be accessed via network or Internet. Then, Cloud-based platform of Microsoft
Power BI should be implemented for the next phase. Cloud-based platforms for
Business Intelligence can enhance a lot of features such as ubiquitous access through
mobile phone via the Internet or access of other mobile devices. For further study, other
segments of data should be integrated into the cloud-based platform such as course
work, program curriculum, and academic training. These considerations can utilize
more features for analysis in the Business Intelligence software.
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Abstract. This paper shows the results of a Recommender System (RS) that
suggests bundles of items to a user or a community of users. Nowadays, there
are several RS that realize suggestions of a unique item considering the pref-
erences of a user. However, these RS are not scalable and sometimes the sug-
gestions that make are far from a user’s preferences. We propose an RS that
suggests bundles of items to one user or a community of users with similar
affinities. This RS uses an algorithm based on Matrix Factorization (MF). To
execute the experiments, we use released databases with high dispersion. The
results obtained are evaluated per the metrics Accuracy, Precision, Recall and
F-measure. The results demonstrate that the proposed method improves sig-
nificantly the quality of the suggestions.

Keywords: Recommender System � Bundles of items � Matrix Factorization

1 Introduction

The RS has been the object of study and development in recent years. Usually, the RS
are used over the World Wide Web (WEB) where it acts as a filter on the abundant
content that rests on the WEB. The RS use clustering algorithms that allow to analyze
the preferences of a user and suggest items (e.g., movies, books, songs, e-commerce)
that the user finds them interesting [1, 2].

Some of the most used clustering algorithms (K-means, K-neighbors) have limi-
tations as [3]: (i) suggest one item at a time (ii) their behavior over dispersed data still is
object of study because it can make imprecise recommendations. There are developed
have been some improvements in the mentioned algorithms as: (i) realize a prior
grouping to the start of the clustering process (ii) implementation of scalable filtering
techniques to improve the quality of the predictions. However, no significant
improvements have been obtained [4].

It is necessary to continue with the study of clustering algorithms for improve the
quality of the suggestions and be able to suggest bundles of items instead of just one
item. [5, 6]. For example, a user who will travel, could project a budget and based on
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this information the RS will suggest a tour package (bundles of items) that includes
options for: mobilization, food, lodging, leisure and points of interest that the tourist
will can visit [7].

Considering the previous example, it could be thought that there is already websites
or travel agencies that already do this type of work. But these organisms only restrict
the results without considering the user experience. A RS is a more complete and
robust system. It would allow that once the trip is finished, the user can qualify each
item that the RS suggested and could make a feedback about the items suggested by the
RS. So the RS will consider these feedback to improve future suggestions [7, 8].

Therefore, we propose a scalable technique based on the MF model to represent
both user and items in a set of latent probability factors [9]. In the second section we
mention the previous works on which our proposal is based. The third section contain
the design of the proposed method and the experimental tests in which released
databases were used. In the fourth section shows the results obtained which demon-
strate that the proposed method generates suggestions a better quality. Finally, in the
fifth section we show our conclusions.

2 Related Work

2.1 Clustering

Clustering is the process that all SR perform to find patterns that allow grouping objects
of similar characteristics [3, 6]. For the object of study of this document, the RS is
oriented to the clustering of items with similar affinities. The algorithms most used in
memory-based clustering is K-means. It was proposed by Mac Queen in 1967. Consists
of partitioning a set of users u into a determined number of clusters k where each u is
assigned at the k with the closest means value [3, 4]. K-neighbors is an algorithm
similar to k-means. The unique difference is that it functioning consists of grouping the
k nearest. [10]. Something common in these algorithms is that not are scalable, so,
cannot process large datasets (users rating over the items). In addition, the predictions
these algorithms they make are very imprecise (pour accuracy) and not are able to
suggest bundles of items [4].

2.2 RS of Bundles

This RS makes suggestions of bundles of items that fit together, based on a series of
preferences of a user or community of users [1]. Its implementation is mostly aimed at
the tourist area, suggesting tourist packages similar to the example initially proposed
[7]. This model is scalable and its clustering is oriented to users and items. The bundles
can be re-used again suggesting it to a user or community of users with similar
affinities. For this process, the RS considers the interaction and ranking that each user
assigned to each item that makes up the bundle [9].

This SR analyzes one item at a time and continues with this process until to form
the items bundles. Users choose the quantity of items that make up the bundle by
through of restrictions for each item or for the bundle. It clustering process is to
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determine the probability that an item belongs to a bundle and the probability that this
bundle is of interest to a user or community of users [9, 11]. Is necessary this RS use
MF for realize suggestions clustering bundles of items.

2.3 Matrix Factorization

The MF is a model that decomposes the training data. Separates users from the items
and represents them in a same space of latent factors which allow generating the
recommendations. The latent factors provide information on relationships between
users and items. This relation allows that the RS: (i) be scalable (ii) it make suggestions
that are of most interest to each user (improves accuracy) (iii) be flexible and adapt to
different scenarios (e.g., movies, tour packages, purchases) [12]. Using the example of
the tourist packages proposed at the beginning, the latent factors can define the types of
mobilization (e.g., air, land, maritime).

The general structure of an MF begins representing users and items in the a same
space of latent factors with dimension f. All the interactions that a user performs with
an item are represented as an internal product of this space. Each item i is associated
with a vector qi 2 R

f and each user is associated with a vector pu 2 R
f . For an item

i the vector elements qi measure the degree to which the item is related to these factors,
which may be positive or negative. For a user u the vector elements pu measure the
level of interest that the user presents on the items i, which may be positive or negative.
This product of vectors results qTi pu, which represents the interaction between a user
and an item [9, 12, 13]. The approximation of the suggestion to a user u with regard to
an item i is shown in (1) and is represented by rui.

rui ¼ qTi pu ð1Þ

Of all the MF techniques we use the Bayesian non-negative Matrix Factorization
(BNMF). The technique BNMF use the same approximation of the suggestion that is
detailed in (1). BNMF is a probabilistic model that establishes that items can be
grouped into k clusters according to their preferences [13, 14]. The parameter /
represents the degree of overlapping between the clusters [13, 14].

2.4 Evaluation of Quality

The performance of a RS is ideal when the majority of suggested articles are accepted
by the user MF is a model that decomposes the training data [15]. The metrics of
evaluation calculate the precision of the recommendations considering the suggestions
accepted per the user on the total of realized suggestions by the RS [16]. To determine
the Accuracy of the RS of bundles, we use the metric Mean Absolute error (MAE). The
Metrics Precision and recall need the confusion matrix shown in Table 1 to evaluate
every suggestion realized by the RS. The True Positive (TP) and False Positive
(FP) represent the correct recommendations, whereas True Negative (TN) and False
Negative (FN) represent incorrect recommendations [9].
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Description. TP: True Positive. FP: False Positive. FN: False Negative. TN: True
Negative.

The Precision metric (2) shows the proportion of suggested items that the user
found relevant of the total of suggested items [9, 15].

Precision ¼ TP
TPþFP

ð2Þ

The Recall metric (3) shows the proportion of suggested items that the user found
relevant of the total of suggested relevant items [15, 17].

Recall ¼ TP
TPþFN

ð3Þ

In order that MAE realizes an exact measure it is necessary that analyze one item at
a time from the total of items that make up the bundle. In (4) ru:i 6¼ � represents the
absence of a user’s vote on an item. Ou represents the set of items voted by a user
u with predictive values Ou [9].

Ou ¼ i 2 Ijpu;i 6¼ � ^ ru:i 6¼ �� � ð4Þ

The prediction of Ou is defined by (5) the metric MAE [9, 17].

MAE ¼ 1
#U

X

u2U

1
#Ou

pu;i � ru:i
�� ��

� �
ð5Þ

A last metric f-measure is used that represents the harmonic mean between the
Precision and Recall metrics. Its highest value 1 is obtained when the precision and
recall metrics reach an optimal value and 0 when poor values are obtained [9].

3 Experimentation

3.1 Description of Method Proposed

For the execution of the experiments was used the dataset Filmtrust 100k y MovieLens
100k. Both dataset present a high dispersion of data. In the Fig. 1 shows the dataset
represented by a matrix where the rows are the users (u ¼ u1; u2; . . .; um) and the
columns the items (i ¼ i1; i2; . . .; in). BNMF divides the dataset into two matrices that
represent users and items in a same space of latent factors f. The vector qi represents the
relationship between an item and a user. The vector Pu represents the interest a user has
over an item. Finally, the recommendation rui is obtained [13].

Table 1. The confusion matrix.

Correct Not correct

Suggestion TP FP
Successful suggestion FN TN
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3.2 Program Code

The algorithm used for BNMF is detailed below:
Method proposed based BNMF.
Input: U, training users; itr, number of iteration.
Ouput: Yi,Gi, probability that an item belongs to a bundle; BGi,u, probability that this

bundle interests to an user; BGi,Gu probability that this bundle interests to an user
communitie; Yu,Gu, probability that an user belongs to a bundle.

Procedure 
Initialize randomly parameters of model
Repeat until changes are not significant: 
         Update parameters according to equations of model [13] 
Output Yi,Gi
Output BGi,u
Calculate the predictions of the user´s tastes 
With BGi,u as input BNMF is applied again 
Output Yu,Gu
Output BGi,Gu

end procedure 

Fig. 1. RS of Bundle proposed based in BNMF [1, 13].
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The algorithm used for K-means is detailed below:

K-Means clustering 

Input: U, users; k clusters 
Output: C centroids, idx index   

Procedure 
C=centroidselect 
Iter=0 
while (C no longer changes) OR (Iter=Iterations) 
               Assign user’s U to Clusters k. Output idx. 
               Update Centroids. Output C. 
               iter=iter+1 
end while 

Use Pearson correlation to find the similarity between an active user and k other 
centroids. 
Find the neighbors of the active user, i.e. l (l <= k) most similar centroids. 
Make prediction on target item using the weighted average of the ratings 
provided by neighbors. 

end procedure 

4 Results Obtained

The Fig. 2(a) shows the MAE results obtained with the dataset Filmtrust 100k.
Using BNMF with a value of alpha 0.8 is obtained the best results from MAE. Using
the Movielens 100k dataset (Fig. 2b) the best MAE result is obtained with alpha of 0.8.
Note that BNMF presents better results than K-means.
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Fig. 2. MAE results using (a) Filmtrust (b) Movielens
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The Fig. 3(a) shows the results of the dataset Filmtrust 100k with the Precision
metric. The best results are obtained with an alpha of 0.01. With the dataset Movielens
100k (Fig. 3b) the best results are obtained with an alpha value of 0.8. In both datasets
the SR suggests 5 items (N).
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Fig. 3. Precision results using (a) Filmtrust (b) Movielens with 5 suggestions (N).
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Fig. 4. Precision results using (a) Filmtrust (b) Movielens with 5 suggestions.
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The Fig. 4(a) shows the results of the dataset Filmtrust 100k with the Recall metric.
The best results are obtained with an alpha of 0.01. With the dataset Movielens 100k
(Fig. 4b) the best results are obtained with an alpha value of 0.8. In both datasets the
SR suggests 5 items (N).

The Fig. 5(a) shows the results of the dataset Filmtrust 100k with the F-measure
metric. The best results are obtained with an alpha of 0.01. With the dataset Movielens
100k (Fig. 5b) the best results are obtained with an alpha value of 0.8. In both datasets
the SR suggests 5 items (N).

5 Conclusions and Future Lines of Research

We conclude that BNMF is a method that separates users of the items and represents
them in a same field of latent factors. This allows to determine the relationship between
an item-user and the interest that each user has on each item. With these relationships
the RS to suggest bundles of items to a single user or user groups. The evaluation
metrics used as: Accuracy (MAE), Precision, Recall and F-measure show that the
proposed RS makes suggestions of better quality than K-means. BNMF uses alpha as a
parameter that regulate cluster overlapping, it is necessary to carry out some tests until
determining which value of alpha best fits our dataset and gives us better results.

The future lines of research related to this paper should focus on implementing this
RS on the WEB. They must carry out experiments generating their own dataset based
on the ranking assigned by each user that accesses the web. The evaluation metrics are
a means that measures the quality of the SR suggestions and are efficient to obtain
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Fig. 5. (a) F-measure results using Filmtrust with 5 suggestions. (b) F-measure results using
Movielens with 5 suggestions.
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experimental results. But the Ideally, an RS already mounted on the web makes sug-
gestions to a person and this is who judges the quality of the suggestions.
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Abstract. Personal knowledge plays a key role in the development of more
intelligent applications. Applying knowledge representation techniques like
knowledge graphs to the representation of personal knowledge is under active
research. However, current knowledge graph construction methods are hindered
by problems like absence of knowledge, ambiguity, conflicts and erroneous
knowledge when applied to personal knowledge. This is largely due to its
unique properties, such as its user-specific, volatile nature and limited data
availability. We present in this paper a novel method supporting user
input-based construction of personal knowledge graphs. We develop a new
knowledge graph structure specifically to counter the said problems, and present
a method that uses an iteration-specific subgraph as the intermediate layer
between the user and the actual personal knowledge graph for better integration
of user input. We also propose a deprecation mechanism to address the volatile
nature of personal knowledge.

Keywords: Knowledge graph construction � Human-systems integration
User input-based � Personal knowledge graph

1 Introduction

Rapid development in the field of artificial intelligence has led to widespread attention
on building more intelligent applications that has the ability to adaptively learn
knowledge about users in the environment of use. Effective representation of personal
knowledge of the user plays a key role in the functioning of such applications.

Knowledge graph (KG) is favored as a means of knowledge representation. It has
been successfully applied to various intelligent applications like QA systems, search
engines and expert systems, enabling such applications to take advantage of available
large databases of general knowledge of various domains [1, 2]. However, research into
effective KG construction has not yielded fully satisfactory results, due to difficulties
such as erroneous information. [3–6] all have attempted to bring in user input as a
means of overcoming said problems, and reached promising results.

Study has been carried out on utilizing KG to represent personal knowledge and aid
adaptive learning. Zoliner et al. proposed a method for robots to learn procedural
knowledge using a and-or-graph [7], and Kollar et al. successfully used KG to achieve
conversation-based construction of environmental knowledge graphs [8]. However, the
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construction of personal knowledge graphs is faced with additional obstacles that arises
from the particular properties of personal knowledge. Different from general, factual
knowledge, personal knowledge is by nature volatile and has limited availability,
therefore can only be acquired locally and is prone to deprecation and errors. This can
cause significant problems during construction and utilization of personal knowledge
graphs, namely:

1. Absence of knowledge. The information required to generate a response is not
present in the knowledge graph. This is very probable, due to the limited availability
of personal knowledge.

2. Ambiguity. During one query of knowledge, there exist multiple candidates that are
all plausible. This can be common, for example, when querying possible reaction of
user from historical knowledge about user’s past behavior.

3. Conflicts. When integrating new knowledge into existing knowledge graph, there
exist pieces of knowledge that conflict with the new knowledge, likely due to
changes in highly volatile properties such as personal preference.

4. Erroneous knowledge. This category can be further divided into three cases, all
characterized for being impossible to detect yet cause unexpected or undesired
behavior for applications. The cases are further categorized as:
a. False knowledge. Certain knowledge is present but is false, either due to the

knowledge not having real-world meaning or that it being wrong.
b. Deprecation. Certain knowledge is no longer valid and needs update.
c. Inaccuracy. Data for certain knowledge is not sufficiently collected such that it

fails to support the actual utilization of the knowledge.

Based on above analysis, especially (4)a–c where the error is not detectable by
nature, we argue that it is necessary to integrate user input into the construction process
of personal knowledge graphs. However, most of present KG structures are not
designed with user input in mind, and fails to incorporate important features like
validity. Therefore, the design of a new user input-based knowledge graph suitable for
the representation of personal knowledge is needed for building a more effective
personal knowledge graph.

In this paper, we aim at addressing issues encountered in utilizing knowledge
graphs to represent personal knowledge by proposing a novel technique supporting
user input based construction. We specifically develop a new KG structure to model the
characteristics of personal knowledge, and present a method that uses an
iteration-specific subgraph as the intermediate layer between user input and the actual
personal knowledge graph. We also propose a deprecation mechanism to address the
volatile nature of personal knowledge.

2 A KG Structure Representing Personal Knowledge

In this study, we concern factual knowledge that surrounds the users of a certain
application. Such knowledge often consists of (1) information about individual users,
(2) concepts specifically related to each user, (3) properties of said concepts and users,
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and (4) arbitrary semantic relations between (1)–(3). Also of interest is the validity of
each piece of knowledge, to account for the volatile nature of personal knowledge.

We model personal knowledge and corresponding validity using a knowledge
graph consisting of entities set E and relations set R as a weighted graph G = {E,R}.
The weight on relation edges is added to represent the knowledge’s validity. We further
categorize entities into four sets: users U, concepts C, properties P and relational
templates T. The categories are given detailed description with examples in Table 1
below.

Knowledge within the proposed personal KG is therefore represented with a 5-tuple
that takes the form (head, relation, tail, weight, depreca-
tion_rate). The addition of varying weight and deprecation rate enables automatic
invalidation of deprecated knowledge and further improves choice accuracy in rea-
soning process. Head and tail can both be entities with no properties attached, or take
the form of an ordered pair with the second element being a set of properties. This
enables direct queries that has more complex structure, with (JohnSmith, likes,
(drink,{x?})) as an example of querying a user’s preference of a drink. Relations
are regarded as instances of their corresponding relational templates. This approach
supports the representation of inter-relational relationships (e.g. (like, is_a,
preference)), which provides the possibility to adaptively learn new relationship
patterns and enable reasoning of relations using knowledge graph embedding tech-
niques. Typical structure can be seen in Fig. 1. Each edge is weighted and has specific
deprecation rate.

Table 1. Entity categories.

Entity
category

Description Example

Users An entity that represents a user of a certain
application

JohnSmith as in (cup,
owned_by, JohnSmith)

Concepts Non-user entities that has a certain
relationship with a user entity that is not
present in general knowledge

cup as in (cup, owned_by,
JohnSmith)

Properties Descriptive entity that attach specific
property to a user or concept. Takes the
form of an set element in ordered pair (user
or concept, {properties})

hot as in nested knowledge
(JohnSmith, likes,
(drink, {hot}))

Relational
templates

Takes the form of a triple containing two
sets and a learned arbitrary semantic
relation

(C, owned_by, U)
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3 User Input Integration Using Iteration-Specific Subgraph

There are two key factors to consider when integrating user input into knowledge graph
construction. One is the typical interaction process between a user and an application
that uses knowledge graph. A user typically interacts with such an application in
multiple iterations of queries or conversation, each consists of an initiation, a response,
and a reflection to that response. Each iteration may concern different knowledge and
have different purpose. Errors can be observed by the user only after the response is
given. Another key factor to consider is the nature of personal knowledge and the
requirements of the application. While volatile and prone to deprecation, personal
knowledge like preferences is often recurring or has multiple alternatives all being
plausible. Therefore, it is desirable to be able to keep record of historical information
and multiple possibilities of a piece of knowledge. Methods like direct modification
from the user, while being natural and easy to understand, lacks the ability to support
this functionality. It is often not plausible to assume that users understand the difference
between overwriting an existing value and creating a new entry, but the construction of
personal knowledge graph requires correct selection and implementation of both cre-
ation and modification. Based on consideration of these two key factors, we present a
method that adds an intermediate layer between the user and the personal knowledge
graph to support user-based input. We propose building an iteration-specific subgraph
for each interaction iteration, and direct all user modification to the subgraph. Personal
knowledge graph is then updated at the end of each iteration, and the subgraph is
discarded after use. More specifically, we describe the interaction process utilizing the
subgraph in detail in Table 2 below.

Fig. 1. Typical structure of personal knowledge graph. (a) Shows entities and relations. u, c, p, r
denotes users, concepts properties and relations respectively. (b) Shows relational templates and
their relations. R(�, �) denotes relational templates that can be further encoded by inter-relational
relations (e.g. r6).
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Using a iteration-specific subgraph has several advantages:

1. User modifications are not direct to the knowledge graph, thus allowing further
processing such as detection of conflicts when updating, which helps reducing the
probability of human errors.

2. A subgraph specific to one iteration is much smaller in size compared to the
personal knowledge graph, thus can lower the user’s burden in understanding the
structure and mechanism of a knowledge graph. It also provides a context that is
highly related.

3. A smaller subgraph reduces computation time on analytical operations.
4. The use of a smaller subgraph opens up the possibility of visual analysis, which is

yet to be explored for knowledge graphs.

4 Deprecation Mechanism

Probability of deprecation is a key property of personal knowledge. Certain types of
knowledge may be short-lived, like a user’s current objective or a device’s current
status, while others may last for a longer period of time, such as a user’s personal
information or interpersonal relationships. We reason that short-lived knowledge can
be identified by its high rate of errors and modification, while long-term knowledge
tends to be recalled and validated to be true for multiple times during its lifespan. This
poses an opportunity to use knowledge deprecation to automatically achieve different
continuous representation for different kinds of knowledge. Therefore, we propose a
deprecation mechanism that simulates the forgetting processing present in human
memory. Our method assigns varying deprecation rate to each relation present in the
personal KG that is used on a regular interval to update the weight of the relation.
Deprecation rate is adjusted upon each recall and modification of the knowledge. More

Table 2. Interaction process utilizing a iteration-specific subgraph.

Interaction
stage

Description

Initiation Input from the user (e.g. a query, a statement of fact, etc.) is parsed and
understood. In this process, the application constructs a subgraph of the
personal KG specific to this iteration. Errors in the construction is noted to the
user. A correction session is initiated in this case, and the user inputs new
knowledge or modifies existing knowledge. All modifications are made to the
iteration-specific subgraph

Response A response is formed and presented to the user
Reflection User replies to the application’s previous response, and point out erroneous

information and undesired results. A correction session is initiated in this case
as well

Update Iteration-specific subgraph is used to update the personal knowledge graph.
Errors such as conflicts are again noted to the user, and subsequently corrected
in a correction session
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formally, we adopt the exponential curve estimation of the forgetting curve proposed
by Woźniak et al. with minor modifications [9]:

x ¼ e�
at
d ð1Þ

Where t denotes time since last recall and d denotes the rate of deprecation. Value
of d is doubled for each successful recall and respectively halved for each modification.
Parameter a is present to scale t to its respective time unit. This update of d happens
after each iteration of user interaction.

Adopting the deprecation mechanism has several desirable advantages. It’s
closed-form property does not require constant update of the entire knowledge graph.
Calculation is only needed upon activation of a certain piece of knowledge. It
auto-matically generates ranking among possible variations of the same relation, and
translates well to knowledge graph embedding techniques that applies to weighted
graphs. Also of significance is its support for pruning of the knowledge graph. This
makes application of knowledge graph possible on devices with limited memory.

5 Conclusion and Future Work

The effective representation of personal knowledge is important to developing more
intelligent applications, and the unique nature of personal knowledge raises problems
such as absence of knowledge, ambiguity, conflicts and erroneous knowledge when
applying common knowledge representation techniques like knowledge graphs. User
input plays a key role overcoming the problems. In this paper, we proposed a novel
method for user input-based construction of personal knowledge graphs. We presented
a knowledge graph structure specifically designed for representing personal knowledge.
Methods for using a iteration-specific subgraph to integrate user input and adopting a
deprecation mechanism to address the volatile nature of personal knowledge is also
discussed. With this research, we aim to provide a basis and effective method for
developing personal knowledge based applications. We plan to extend our research
further into the development and field testing of our methods, and other possible means
of integrating user input in the construction of personal knowledge graphs.
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Abstract. Nowadays, the Recommender Systems (RS) that use Collaborative
Filtering (CF) are objects of interest and development. CF allows RS to have a
scalable filtering, vary metrics to determine the similarity between users and
obtain very precise recommendations when using dispersed data. This paper
proposes an RS based in Agglomerative Hierarchical Clustering (HAC) for CF.
The databases used for the experiments are released and of high dispersion. We
used five HAC methods in order to identify which method provides the best
results, we also analyzed similarity metrics such as Pearson Correlation
(PC) and Jaccard Mean Square Difference (JMSD) versus Euclidean distance.
Finally, we evaluated the results of the proposed algorithm through precision,
recall and accuracy.

Keywords: Recommender Systems � Collaborative Filtering
Agglomerative Hierarchical Clustering � Similarity metrics

1 Introduction

Before the Internet existed, most products and services were made known to the public
through advertising. Over the years the reach of this medium became limited. Its main
disadvantages were the scarce information provided by: (i) the products, (ii) the large
offer available in the market [1].

The overcrowding of Internet access and the service known as the World Wide
Web (WEB) allow us to experience a scene contrary to that of decades ago. Today it is
possible to access more than a billion web pages that cover all areas of knowledge and
that according to the InternetLiveStats® portal generate Internet traffic that exceeds two
thousand terabytes a day [2, 3]. This has been a benefit for Internet users. But also, it
has been the source of a problem, which we will define as overflow of content [1].

The overflow of content is generated due to the excess of information available on the
web. This problem makes it difficult for users to extract content that is useful and of
interest to them. The RSwere devised in order to solve this problem. These systems act as
a filter on the overflow of content and recommend items, that are related to a user, through
a clustering algorithm (e.g., movies, music, sports, books, applications) [4, 5]. This
prevents the user from analyzing all the content on the web, saving time and resources.
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Currently, the RS of greatest development and interest are those based on CF. Its
operation consists in identifying affinities between new users and existing users in the
RS through similarity metrics. That is, if a user A has similar affinities on an item to a
user B, it is very likely that A has the same interest as B on items that A has not
examined yet [6, 7].

K-means is one of the most used clustering algorithms to find similarities between
users. Its objective is to generate groups of users, where the Euclidean distance between
the user and the centroid (center of mass) of the cluster is minimized [8]. Some disad-
vantages of this algorithm are [9]: (i) at the end of the clustering algorithm, groups with a
spherical geometry are obtained, which generates local minimums and outliers. (ii) it
requires a high computing time. Although this algorithm is ideal for the grouping of
bulky data sets, its behavior with scattered data is still being studied [8, 9]. K-neighbors is
another popular algorithm; its operation is similar to K-means with the difference that it
generates groups among the closest (most similar) users. The given recommendations are
usually quite accurate, as long as they are not used in scattered data [10].

Dispersed data is generated when users have not defined their interest in an item
through a ranking [11]. This lack of information directs CF-based RS to look for more
scalable and precise techniques. To this end, they have adapted clustering techniques
that allow [7, 12]: (i) defining the users’ belonging to clusters. (ii) experimenting with
metrics that provide a better similarity between users. (iii) comparing the distance
between users in the clustering process. All mentioned techniques improve the filtering
scalability compared to K-neighbors or K-means algorithms [13] and are considered in
the development of this paper.

Our work proposes an Agglomerative method for Hierarchical Clustering
(HAC) using CF. The main contribution is that we obtain groups of varied geometry,
which improves the quality of the cluster [7]. By implementing CF on the HAC it is
possible to obtain very precise suggestions despite using scattered data [6]. This
document is structured as follows: Sect. 2 contains works related to our proposal;
Sect. 3 shows the design of the experiments; in Sect. 4 the obtained results are shown
and finally, conclusions are presented.

2 Related Work

2.1 Description of HAC

The HAC generates unified clusters in ascending and successive ways [14]. Figure 1(a)
shows the clustering process where each user represents a cluster (# users = # clusters)
at the beginning [11, 15]. The similarity between all the clusters is calculated and in
each iteration two clusters with a greater similarity are merged (1st Iteration: merger
cluster A–B, 2nd Iteration: merger cluster D–E). The agglomeration is carried out until
all the users are unified (from user A … n) in a single cluster or until a previously
defined cluster number is obtained. The clustering sequence constructs a dendogram or
ascending hierarchical tree, as shown in Fig. 1(b). Each merger is represented by a
horizontal line and the similarity between each cluster by a vertical line. The first
mergers (cluster A–B, cluster D–E) correspond to the users with greater similarity and
continue to the least similar (cluster AB - CDE).
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To avoid obtaining a single cluster where all the users are located at the end of the
HAC process we propose two guidelines: (i) allow controlling the number of clusters
generated by the HAC. (ii) avoid mergers between clusters with a distant similarity
gap. (iii) improve the clustering process when outliers’ users are presented. The last
guideline corresponds to the evaluation of the quality of the HAC.

• Set the number of clusters (k) that you want to obtain from the HAC prior to the
beginning of the clustering process.

• Condition the clustering process to stops once the number of clusters generated by
the HAC equals the fixed number of k.

• Measure the quality of clustering through precision, recall and accuracy.

2.2 Methods for Fusion in HAC

By varying the criteria for merging clusters, it is possible to identify which method best
fits our dataset and allows us to obtain better results. Five of the seven fusion methods
of the HAC were used. The use of the Ward and Median methods is discarded because
they are appropriate only for the Euclidean distance which would avoid comparing
with the other similarity measures [16]. In all the methods the distance d defines the
cluster.

Table 1 shows the Single linkage method that performs a cluster fusion at a local
level. Clusters CI ;CJ are merged to present the smallest distance d measured between
the closest users. This method is the simplest of HAC since it does not consider the
most distant users nor the hierarchy of each merger [14].

The Complete linkage method merges the CI ;CJ clusters by presenting the largest d
measured among its most distant users. This method provides very compact clusters. It
is sensitive to the presence of outliers’ users [17].

The Weighted Method use Weighted Pair Group Method with Arithmetic Mean
(WPGMA). Initially the clusters CI ;CJð Þ are merged because they are the closest. The
next merger is made between the clusters ðCI ;CJÞ and the cluster Ck that is at the
shortest arithmetic mean measured between the clusters ðCI ;CJÞ and Ck [14, 17].
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Fig. 1. HAC process and generation of the ascending dendogram from users A… n [11].
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The method Average linkage use Unweighted Pair Group Method using Arithmetic
Averages (UPGMA). That is, merges the clusters CI ;CJ whenever they have the
shortest half d between each user [17].

The Centroid Method use Unweighted Pair Group Method with Centroid Aver-
aging (UPGMC) i.e. it merges the clusters CI ;CJ whenever they have the shortest d
between the centroids, with each centroid being the center of mass of each cluster. It
does not consider the order in which the clusters were formed [14].

Description. d: distance between two clusters; CI and CJ user clusters; Ck: cluster k
from which the distance toward the clusters is measured CI and CJ .

2.3 Similarity Measures

Similarity measures are metrics that determine the similarity or dissimilarity between
users. They are calculated based on the rating that each user assigned on each item [18].
So that the HAC is able to cluster the users using CF it is necessary that the lack of vote
(rating) is not considered as zero. The lack of rating should be considered as a vacuum
and should not be considered in the process of clustering.

Table 1. Methods of merging cluster in the HAC
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Table 2 shows the Pearson Correlation (PC) that is one of the most commonly
used metrics in CF for memory-based algorithms. It determines the similarity ðSPearsonÞ
between two users (u; v) through ru which represents the average of all users’ votes u y
rv representing the average of all the user’s votes v. PC defines the similarity between
users in a range from −1 to 1. Values close to −1 indicate absence of similarity and
values close to 0 indicate low similarity but not the absence of it. Values close to 1
indicate the presence of maximum similarity [15, 18].

The Jaccard is a metric that defines the similarity SJacð Þ between the users (u; v)
through the division of the cardinality of intersection between the votes Iu \ Ivð Þ and the
cardinality of the union of the vows Iu [ Ivð Þ. Is represent by SJac u; vð Þ ¼ Iu \ Iv

Iu [ Iv
[11, 18].

The Mean Square Difference (MSD) is a metric that uses the Euclidean difference
to define the similarity between the votes of the users (u; v). Is represent by

MSD u; vð Þ ¼
P

i2I0 rui�rvið Þ2
I 0j j [18].

The Jaccard Mean Square Difference (JMSD) is a metric whose product between
the Jaccard and MSD metrics defines the similarity between users (u, v). JMSD defines
the similarity SJMSDð Þ between users in a range of 0–100%. The values which are close
to 0% indicate absence of similarity and the values close to 100% shows the maximum
similarity [11, 15].

The Euclidean distance is a metric that defines the similarity between the users
(u; v) by calculating the distance between the Cartesian coordinates of each user
(ui;j; vi;j) [15, 18].

Description. u and v users. rv and rv median of the users’ votes. rui and rvi votes of
the users. Iu and Iv number of users’ votes. I 0 : cardinality of the votes set. ui;j and vi;j
cartesian coordinates of the users.

When using PC or JMSD similarity metrics, it is necessary to convert users’
similarities to distances between users. This conversion is necessary since the five HAC
methods need a distance value to merge the clusters. The conversion for the two
methods is the following: if you have a value of SJMSD ¼ 0 or SPearson ¼ 0 the distance
value is d ¼ 1000 which indicates a distance gap between users. For all other values
that SJMSD or SPearson may take, the distance value is d ¼ 1=SJMSD or d ¼ 1=SPearson as
appropriate [19].

Table 2. Metrics of similarity and distance.

Method Equation of similarity or distance

Pearson correlation
SPearson u; vð Þ ¼

P
i2I0 ðrui�ruÞðrvi�rvÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

i2I0 rui�ruð Þ2
p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

i2I0 rvi�rvð Þ2
p

JSMD SJMSD u; vð Þ ¼ ð1�MSD u; vð ÞÞ � SJac u; vð Þ
Euclidean distance

Edistance u; vð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ui � við Þ2 þ uj � vj

� �2q
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2.4 Evaluation of Quality

The objective of the evaluation metrics is to measure the quality of the recommen-
dations made by the RS [20]. By having an evaluation metric, it can be determined
[13]: (i) what is the optimal k number for our RS. (ii) which method of the HAC and
which similarity metric gives us better results. Figure 2 shows the confusion matrix
composed of the recommendations made by the RS and the recommendations accepted
by the RS user. TP and TF represent the correct recommendations, while TN and FN
represent incorrect recommendations [21].

Accuracy measures the difference between the prediction made by the RS and the
value of the real ranking on an item. Table 3 shows the metric Mean Absolute Error
(MAE) which is the most used to determine Accuracy. ru:i 6¼ � It means that a user u
has not voted on an item i. Ou represents the set of items voted by u with predictive
values Ou ¼ i 2 Ijpu;i 6¼ � ^ ru:i 6¼ �

� �
[18, 20].

The Precision metric shows the proportion of correctly recommended items of the
total number of items that entered the RS [20, 21]. The Recall metric shows the
proportion of relevant items of the total of items correctly recommended [18, 21]. The
metric f-measure represents the harmonic mean between the Precision and Recall
metrics. A value close to 1 must be obtained, this indicates that the quality of the RS
recommendations is excellent.
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Fig. 2. Confusion matrix of retrieval information for RS [18].

Table 3. Metrics of evaluation.

Method Equation

MAE ¼ 1
#U

P
u2U

1
#Ou

pu;i � ru:i
�� ��� 	

Precision ¼ TP
TPþFP

Recall ¼ TP
TPþFN
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Description. U: number of users. Ou: set of voted items.pu;i: absolute difference of
the prediction. rui: users’ votes. TP: True Positive. FP: False Positive. FN: False
Negative.

3 Developed Experiments

3.1 Description of the HAC with FC

The dataset used for the experiments is Filmtrust 100k. This dataset presents a high
dispersion of data and correspond to user’s rankings on movies (items). In the Fig. 3
shows the dataset that contains the votes that each user assigns to each item. The
dataset is a matrix where the users (u ¼ u1; u2; . . .; um) are represented in the rows and
the items (i ¼ i1; i2; . . .; in) in the columns.

When using the Euclidean Distance metric, the user distance matrix is calculated
directly with the votes of the dataset of each user d u1�u2ð Þ up to d un�umð Þ. Only the upper
triangular matrix is calculated because it is a mirror matrix and it would obtain the same
data in the lower triangular as in the upper triangular matrix.

When using the PC or JMSD metrics, the user similarity matrix is first calculated
from S u1�u2ð Þ to S un�umð Þ. Then the similarities are converted to distances applying the
considerations of Sect. 2.2. Note: The lack of a vote (rating) must not be considered as
a zero so HAC can use FC to calculate the user similarity matrix or the user distance
matrix. The lack of rating should be considered as a gap and should not be considered
in the calculation of the matrices.

Fig. 3. Flowchart of HAC using CF to obtain the users distances vector
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The upper triangular of the user distance matrix is extracted to obtain the users
distances vector from d u1�u2ð Þ - d un�umð Þ. To start the HAC, each distance of the users’
distances vector represents a cluster, as mentioned in Sect. 2.1. It varies among the five
fusion methods described in Sect. 2.2 for the HAC process. Finally, the clusters
(k) obtained from HAC are evaluated using the evaluation metrics of Sect. 2.3.

3.2 Results Obtained

For the experiments we use the Single and Complete Linkage fusion methods. We
choose these methods due to the size of the Filmtrust 100k dataset and the restrictions
of the magnitude of this work. Figure 4 shows the results of the fusion methods with
different metrics using the dataset Fimltrust that presents a high data spreading and 4
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clusters (k). The MAE metric indicates that the best result is obtained with the PC
metric using the method Single Linkage. Therefore, the PC metric will be used to
compare the HAC versus K-means.

Figure 5 shows the results of the metric MAE using the metric PC. It is determined
that the best quality of the suggestions is obtained using the method Single Linkage.
The algorithm k-means present a better performance than the Complete Linkage
method.

Figure 6 shows the results of the metrics Precision, Recall and F-measure. The
results obtained correspond to 5 suggestions (N = 5). The results of the metrics show
that a better quality of suggestions is obtained with the Single Linkage method.
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4 Conclusions

We conclude that a RS based on CF shouldn’t interpret the absence of a user’s vote as a
zero. It should represent it as a vacuum and should not be used within the HAC
process. Experimental tests showed that the proposed method generates better quality
recommendations than k-means using dataset with scattered information. The cluster
fusion method that best fits our dataset and gives us better results is Single Linkage.
The metric that best defines the similarity between users is the PC. The metric MAE
indicates that the suggestions made by the SR proposed are of high quality. The
Precision metric indicates that most predictions made by the RS proposed are accepted
by the user. We exclude the use of the methods of fusion Ward and Median because it
is recommended to use them only with distance metrics such as Euclidean Distance,
which would avoid using it with similarity metrics like JMSD or PC.
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Abstract. Decision rule has been widely used for its briefness, effectiveness
and favorite understandability. Many methods aiming at mining decision rules
have been developed. Rough set theory. Unfortunately, data is split between
multiple parties in many cases. And privacy concerns may prevent these parties
from directly sharing the data. This paper addresses the problem of how to
securely mine decision rules over horizontally partitioned data with rough set
approach. This paper integrates a general framework rather than a very specific
solution for mining decision rules with rough set approach when privacy is
concerned and data is horizontally partitioned.

Keywords: Rough set � Decision rule � Semi-honesty � Entropy
Commutative encryption

1 Introduction

Decision rule is an effective tool for predicting the values of specific nominal variables
when the values of other variables are given. There are many practical situations where
decision rule is of immense use. Examples include: a weather forecast of a special day
based on a set of data, whether or not providing a loan for an applicant given his
records, etc.

Though it is true for many organizations that they have gathered lots of data into
their sites single handedly, large numbers of correlated data are often distributed over
many sites. Here we assume those sites have the same schema, but each site has
information on different entities (data is horizontally partitioned). In such case, mining
on the local data often leads to inaccurate, even improper results. Thus, these parties
would like to leverage their data for mutual benefit (e.g. for obtaining useful
knowledge).

A key problem in this scenario is privacy concerns. The problem of securely mining
decision rules in distributed circumstance is important. However, there is lack of
necessary research on this problem in the context of rough set theory. In this paper, we
discuss it and then present a solution. The organization of this paper is as follows:
Sect. 2, we briefly introduce the related work in the area of privacy-preserving data

© Springer International Publishing AG, part of Springer Nature 2019
T. Z. Ahram (Ed.): AHFE 2018, AISC 787, pp. 357–365, 2019.
https://doi.org/10.1007/978-3-319-94229-2_35

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-94229-2_35&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-94229-2_35&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-94229-2_35&amp;domain=pdf


mining. Section 3 presents the concepts in rough set theory as well as details on secure
multi-party computation. Section 4 fully presents the secure multi-party mining of
decision rules in the context of rough set theory. Finally, Sect. 5 concludes the paper
and gives directions for future research.

2 Related Work

By far, two approaches have been advanced in privacy-preserving data mining. One is
the data perturbation approach, proposed by [1, 2]. In this approach, each individual
data is perturbed and the distribution of the all data is reconstructed at an aggregate
level. That is to say, this technique uses probability distribution of the distorted data to
generate the approximate distribution of the original data. Much work has been done by
Agrawal in developing this method.

The other approach proposed by [3] is quite different from the data perturbation
method. It treats privacy-preserving data mining as a special case of a more general
problem, the secure multi-party computation problem. The assumption with this
method is that each party is allowed to know its own data, but no one is permitted to
see others’ data. Whereas, the assumption with perturbation is that original data must
be kept private from data mining party.

It is easy to see that the second approach deals with privacy preserving mining tasks
in a distributed circumstance. It not only aims for preserving individual privacy, but
also tries to preserve leakage of any information except for the final result [4].
Researches on this problem are extensive. In Lindell’s work, he gives a set of protocols
for securely building an ID3 decision tree where the training set is distributed between
two parties. In Clifton’s work, he presents a scheme for mining association rules where
data is horizontally partitioned among many sites. There has also been other work
(details can be found at [5, 6]). We follow this approach, but address a different
problem, securely mining decision rules with rough set approach.

3 Preliminary Knowledge

In this part, we introduce concepts in rough set theory and present details on secure
multi-party computation. Both of them serve as a base for our work.

Rough set approach is a highly practical method for machine learning. It always
applies to mine decision rules from decision tables, which are often described as
S ¼ U;C [D;V ; fh i, where U is a nonempty set of instances, C [D is a set of attri-
butes, V is the domain of C [D, f : U � ðC[DÞ ! V , 8x 2 U is described by a
conjunction of attribute values. By large, C is called condition attributes and D is called
decision attributes. The goal of decision rule mining is to find out how D depends on C
from the given instances.

Definition 1. Let \U;A[ be an information system where U is a nonempty set of
instances, B � A be a subset of attributes, then
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indðBÞ ¼ fðx; yÞ 2 U2 : 8a 2 B; aðxÞ ¼ aðyÞg ð1Þ
is called an indiscrimination relation of \U;A[ .

Definition 2. Let \U;A[ be an information system, B � A, X � U, then the
lower approximation of X under B is

BX ¼ [fY 2 U=indðBÞ : Y � Xg; ð2Þ

the upper approximation of X under B is

BX ¼ [fY 2 U=indðBÞ : Y \X 6¼ /g: ð3Þ

With definition 2, we can easily calculate

k ¼ jPOSCðDÞj
jUj ; ð4Þ

where POSCðDÞ ¼ [ X2U=indðDÞCX. Hence, the value k exactly expresses how much D
depends on C.

Let \U;A[ be an information system, where A ¼ C [D, C is condition attri-
butes, D is decision attributes. For all C0 � C, if it satisfies the following restrictions:

POSC0 ðDÞ ¼ POSCðDÞ; ð5Þ

there is no C00 � C0 that

POSC00 ðDÞ ¼ POSC0 ðDÞ; ð6Þ

However, the mining result obtained this moment is not general enough. A further
mining step, named attribute value reduction, is needed.

4 Secure Decision Rule Mining

In order to securely mining decision rules with rough set approach, we need to address
two issues: (1) How to complete attribute reduction securely; (2) How to go on attribute
value reduction securely. The following subsections provide details on both issues.

4.1 Attribute Reduction

The purpose of attribute reduction is to find the smallest subset of attributes that
satisfies (5) and (6). The main operation during this procedure is evaluation of different
attribute sets with respect to the degree that decision attributes depend on them.
Therefore, an index is needed to evaluate the “efficiency” of different attribute. Several
schemes [7] have ever been proposed. We consider Shannon’s entropy here.

Decision Rules Mining with Rough Set 359



Let \U;C [D[ be an information system, U=indðDÞ ¼ fY1; Y2; � � � ; Ymg, the
EntropyðDÞ is defined as follows:

EntropyðDÞ ¼ �
Xm

j¼1

PðYjÞ logPðYjÞ: ð7Þ

Let R � C, U=indðRÞ ¼ fX1;X2; � � � ;Xng, the conditional entropy EntropyðDjRÞ of
R about D is given by

EntropyðDjRÞ ¼ �
Xn

i¼1

PðXiÞ
Xm

j¼1

PðYjjXiÞ logðPðYjjXiÞÞ: ð8Þ

Based on the conditional entropy, we can compute the information gain if attribute
A � C joins R � C to partition the instances.

GainðD;R;AÞ ¼ EntropyðDjRÞ � EntropyðDjR[AÞ: ð9Þ

Thus, the procedure of secure attribute reduction is essentially a procedure of
securely computing EntropyðDjRÞ.

Examine EntropyðDjRÞ for an attribute R with n possible values r1; r2; � � � ; rn and a
decision attribute D with m possible values d1; d2; � � � ; dm.

EntropyðDjRÞ ¼ �
Xn

i¼1

PðriÞ
Xm

j¼1

PðdjjriÞ logðPðdjjriÞÞ ¼ 1
jT j
Xn

j¼1

jTðrjÞj
Xm

i¼1

� jTðrj; diÞj
jTðrjÞj log

jTðrj; diÞj
jTðrjÞj

� �
:

¼ 1
jT j �

Xn

j¼1

Xm

i¼1

jTðrj; diÞj logðjTðrj; diÞjÞ þ
Xn

j¼1

ðjTðrjÞj logðjTðrjÞjÞ
 !

ð10Þ

In (10), jT j is the number of instances in the global data set, jTðrj; diÞj is the number
of all instances with decision di and attribute value rj, while jTðrjÞj is the global number
of instances that simply take attribute value rj. Due to horizontal partitioning of data,
the global database is a union of k databases, where k is the number of different sites
and each site Pi only knows its own data. The number of instances that take value rj on
attribute R can therefore be written as jTðrjÞj ¼ jT1ðrjÞj þ jT2ðrjÞj þ � � � þ jTkðrjÞj,
where jTiðrjÞj is the number of instances, which are held by party Pi and take value rj
on attribute R. Each party Piði ¼ 1::kÞ can compute jTiðrjÞj and jTiðrj; diÞj indepen-
dently. Therefore (10) can be written as a sum of expressions of the form

ðv1 þ v2 þ � � � þ vkÞ logðv1 þ v2 þ � � � þ vkÞ: ð11Þ

In (11), vi corresponds to jTiðrjÞj or jTiðrj; diÞj. The main task is thus to compute
(11) securely.

We extend his work to more parties’ cases. Our strategy for securely computing
(11) is to regress it to be one that only two parties are involved.

The strategy is that the first site generates a random number Rnd, uniformly chosen
from a suitable range, adds this number to v1 and send vRnd ¼ Rndþ v1 to the next site.
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The random number masks the actual value of v1, so the second site knows nothing
about the first site’s v1. Note that Rnd should be a reasonable number, otherwise v1 will
be revealed. Then, the second site adds v2 to vRnd and sends the value to the third site
� � � When the last site finishes this procedure, it holds the value vRnd ¼ Rndþ P

vi. At
the moment, the first party has the value Rnd and the last party has vRnd , while
vRnd � Rnd is the true value of

P
vi. Therefore (11) can be computed securely by

Lindell’s solution:

ðv1 þ v2 þ � � � þ vkÞ logðv1 þ v2 þ � � � þ vkÞ ¼ ðvRnd � RndÞ logðvRnd � RndÞ: ð12Þ

Protocol 1 Securely computing ðv1 þ v2 þ � � � þ vkÞ logðv1 þ v2 þ � � � þ vkÞ
{Suppose that there are k participants and everyone has a private value vi}

1. the first site produces a random number Rnd and set vRnd ¼ Rnd
2. for each site Pi do
3. participant Pi locally computes vRnd ¼ vRnd þ vi
4. end for
5. call Lindell’s method to compute ðvRnd � RndÞ logðvRnd � RndÞ.

Here is a revision of protocol 1 for an honest majority.
{Suppose that there are k participants and everyone has a private value vi, each vi is

divided into t shares and each share is represented by pjðviÞ ; j ¼ 1::t}
{Rnd,vRnd are defined as in Protocol 1, pjðvRndÞ; j ¼ 1::t, represents each share of

vRnd} (Fig. 1).

Though Protocol 2 is not a perfect solution, it is reasonable in real world and does
work in honest majority case. With its help, attribute reduction can go on and then a
subset of attributes C0 that satisfies (5), (6) can be achieved. However, C0 is not the final
goal, there is still redundant information in attribute reduction result. A further
reduction is needed.

Fig. 1. Protocol 2 revision of protocol 1 for honest majority case
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4.2 Attribute Value Reduction

The task of attribute value reduction is to generalize the result of attribute reduction and
finally present the briefest rules. Though there has been much research on this issue,
none of them can be applied to our mining task because they take the assumption of
one single site with all data (e.g. [8, 9]). In the cases where security is concerned and
the outcome of attribute reduction is distributed over multiple sites, a new solution for
attribute value reduction is needed.

Our strategy contains two steps. First a method is given for collecting the scattered
result of attribute reduction while privacy of each site is preserved. Then the algo-
rithms, which deal with the case that all data centralize on one site, will engage in our
task.

Protocol 3 is an acceptable model for completing the first step of our strategy. It
derives from [4]. In [4], a similar protocol is used to get the frequent item sets for
finding association rules while Protocol 3 here serves for mining decision rules with
rough set approach.

As commutative encryption is a key concept of Protocol 3, we give a brief
description here. Firstly, we introduce the definition of quasi-commutative hash
function. A hash function h is said to be quasi-commutative if for given x and
y1; y2; � � � ; ym, the value

z ¼ hðhð� � � hðhðx; y1Þ; y2Þ � � � ; ym�1Þ; ymÞ ð13Þ

is the same for every permutation of yi. Commutative encryption is just the encryption
method, which uses one-way and quasi-commutative hash functions as its tool. In this
method, we are able to retrieve the x value when ðz; y1; y2; � � � ; ymÞ is given.

Now we show the strategy for securely collecting the scattered result of attribute
reduction. Let h be a one-way hash function, and every party knows h. The main idea is
that each site Pi encrypts its own partial result resulti with an individually decided yi.
Each site then sends hðresulti; yiÞ to its neighbor and encrypts the partial results from
other sites. Finally every resulti is encrypted by all parties. That is to say, for any
resulti, there is a corresponding

zi ¼ hð� � � hðhð� � � hðhðresulti; yiÞ; yiþ 1Þ � � � ; ykÞ; y1Þ � � � ; yi�1Þ; ð14Þ

where k is the number of sites.
Now the last party Pk gathers all these zi into a set fzig and sends it to P1. Then P1

decrypts fzig with y1 and sends the decrypted result to site P2. Again P2 decrypts the
result that P1 sends to it with y2 and sends the new decrypted result to P3. Similarly
every party Pi(i ¼ 3; � � � ; k) repeats the same operation with its own yi as P1 and P2

does. At last, site Pk will get the completely decrypted fresultig while not knowing the
derivation of each resulti. In addition, the one to one mapping property of h guarantees
duplicates in fresultig will be duplicated in fzig and can be deleted. Above idea is
shown in protocol 3 (Fig. 2).

Protocol 3 works well when there are more than 2 parties involved. Any party who
wants to disclose the attribute reduction result scattered on site Pi must collude with all
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parties except Pi. Otherwise it will get nothing meaningful. That is to say Protocol 3
can work in an honest majority circumstance. Unfortunately, Protocol 3 cannot prevent

each site from knowing the other’s information when it applies to 2 parties case.
However, this is not a problem particularly puzzling Protocol 3. Every secure com-
putation protocol will meet it in 2 parties case, where every party will infer the
opposite’s information if the final result is shared between them.

In order to reduce the communication cost of protocol 3, resulti is made up of
patterns, of which every pattern appears only once in resulti if it appears reduplicatively
in the attribute reduction result of Pi, it should appear only once in resulti. Here’s an
example. Suppose that Table 1 is the attribute reduction result on Pi. We can see the
records labeled 1 and 3 are actually the same pattern, so this pattern will appear only
once in resulti. This means resulti only contains the patterns labeled 1, 2, 4.

Fig. 2. Protocol 3

Table 1. The attribute reduction result on Pi

Label c1 c2 c3 decision

1 1 2 3 Yes
2 2 2 3 No
3 1 2 3 Yes
4 1 1 2 Yes
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4.3 Secure Computation of Support and Confidence

At last, we will address how to compute the support and confidence of a rule securely.
We only talk about confidence computing here for space reason (support computing is
the same). Suppose that there is a decision rule r : condition ! decision. The confi-
dence of r is given by

PðdecisionjconditionÞ ¼ ncd
nc

; ð15Þ

where ncd is the number of instances which have attribute value condition and decision
value decision, while nc is the number of instances which only have attribute value
condition. In distributed circumstance, all instances are scattered on k sites (k is the
number of sites). Therefore, ncd and nc are divided into k parts, every site
i(i ¼ 1; � � � ; k) has its own share nicd and nic. Then

PðdecisionjconditionÞ ¼
Pk

i¼1 nicdPk
i¼1 nic

: ð16Þ

At this point, the secure PðcjaÞ protocol, given in [5] for horizontally partitioned
data, is employed. Using their method, it is easy to get the confidence of rule r, which is
indeed the value PðdecisionjconditionÞ.

Rough set approach is an effective tool for decision rule mining. We present a
solution to this problem based on Lindell and Kantarcioglu’s work. We will also
investigate another case in which data is vertically partitioned among multiple parties.
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Abstract. This study presents the Social Media Cognitive Processing model,
which explains and predicts the depth of processing on social media based on
three classic concepts from the offline literature about cognitive processing: self-
generation, psychological distance, and self-reference. Together, these three
dimensions have tremendous explanatory power in predicting the depth of
processing a receiver will have in response to a sender’s message. Moreover, the
model can be used to explain and predict the direction and degree of information
proliferation. This model can be used in a variety of contexts (e.g., isolating
influencers to persuade others about the merits of vaccination, to dispel fake
news, or to spread political messages). We developed the model in the context of
Brexit tweets.

Keywords: Social media � Human behavior � Emotion contagion
Information processing strategies � Behavior transference

1 Introduction

McLuhan [1] argued that “the medium is the message” because the medium that people
use to communicate shapes communication in profound ways. Not surprisingly,
researchers have found that social media as a channel shapes how people attend to and
respond to information [2–5]. Despite the ubiquity of social media use, research
investigating the association between the use of social networking sites (SNS) and
cognitive processing has largely been limited to applied research areas such as mental
health outcomes [6–8], marketing [9–11], and education [12, 13]. Nascent research is
emerging that takes knowledge from offline environments and applies it to the SNS
landscape [14, 15]. However, no studies to date have applied fundamental cognitive
concepts to information processing on social media, despite the explanatory potential of
these concepts and how they can predict behavior in the SNS environment.

The purpose of our research is to construct a preliminary model that applies cog-
nitive processing to the context of social media. We build upon three classic cognitive
concepts in the context of the SNS milieu: the generation effect [16], psychological

© Springer International Publishing AG, part of Springer Nature 2019
T. Z. Ahram (Ed.): AHFE 2018, AISC 787, pp. 369–378, 2019.
https://doi.org/10.1007/978-3-319-94229-2_36

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-94229-2_36&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-94229-2_36&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-94229-2_36&amp;domain=pdf


distance [17], and the self-reference effect [18]. This study is focused on the exami-
nation of original tweets, retweets, replies, and profile information on the social net-
work platform, Twitter. We situate our findings in a divisive political context that had a
potentially significant impact on daily life for a vast number of people—the prospect of
the UK leaving the EU, commonly known as Brexit.

2 Cognitive Processing

Our model is informed by foundational research about information processing in an
offline context. We propose this model to explain information processing and response
behavior in the online context of social networking sites, specifically Twitter. While the
model is proposed in the context of Twitter, the concepts are generalizable to any SNS
platform (with certain adaptations).

A key concept that applies to our model is depth of processing, which refers to the
degree to which information that individuals attend to is encoded for current use and
storage in long-term memory [19, 20]. Irrelevant or incidental information is likely to
be processed at a relatively shallow level, making it less likely to influence behavior
and be remembered [21]. Craik and Tulving [21] found that meaningful information,
on the other hand, is typically processed at a comparatively deep level. Meaningful
information forms links with other related information, becomes integrated into an
individual’s personal experiences and knowledge base, and is more likely to be
remembered and influence behavior (and changes in behavior) than cursory processed
information [22].

There are a number of established cognitive mechanisms that predict depth of
processing—and consequently behavior, learning, memory, and event recall. For our
model, we adopted the three most predominant cognitive mechanisms that predict
depth of processing: self-generation, psychological distance and self-reference [23].

Self-generation refers to the degree to which individuals construct material them-
selves [24–26]. For instance, in the context of Twitter, an original tweet has a higher
degree of generation than a reply, and a retweet has the lowest level of generation of
response behaviors (such as replies, mentions, and retweets) [21]. In cognition, the
generation of new material reflects high depth of processing as an individual is con-
structing content based on their experiences, knowledge, interests, etc. [24]. Self-
generation is also used as a bench march of learning and information proliferation—if
an individual has generated content in response to an event or message then they have
‘heard’ and integrated the content into their existing cognitive framework to generate
new material [24, 26].

The second concept that predicts the depth of processing is derived from construal-
level theory [17]. According to this theory, individuals process events by developing
construals, which are based on psychological distance. Psychological distance is the
subjective interpretation of how near or far something or someone is in terms of
temporal distance (the now), spatial distance (the here), and distance in relatedness (the
self) [17]. If an individual deems an event to have low psychological distance (i.e.,
being close to the self, here, and now), the event is expected to have a profound effect
on that individual. From the concept of psychological distance, we incorporated
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temporal distance as part of our model. Temporal distance refers to the distance, in
time, between an individual’s response behavior (e.g., a retweet) and an instigating
event (e.g., Brexit).

Degree of self-reference is another key concept that predicts the depth of pro-
cessing; it refers to the degree to which individuals connect the material to themselves
[18, 27–29].

In summary, information that is related to the self, created by the self, and close to
the self is processed at a deeper level; consequently, it is encoded more deeply in
memory than less relevant, distant information. When processing information in
working memory, the simultaneous utilization of all three of these cognitive mecha-
nisms (self-generation, psychological distance, and self-reference) yields the deepest
level of information processing and long-term memory storage. Information that is
processed utilizing only one of these three mechanisms would be processed in a
comparatively cursory way. In the next section, we discuss our model that combines
these cognitive mechanisms.

3 Social Media Cognitive Processing Model (SMCP Model)

We constructed the social media cognitive processing (SMCP, pronounced “SiMCaP”)
model to explain and predict cognitive processing in an online context based on social
media behaviors (in this case, original tweets, replies, and retweets). The process of
communication involves three entities: the sender, the receiver, and the message.
Sender and receiver characteristics are pivotal in our model, and they are the lens
through which we view content generation and response on Twitter. We use the term
dyad to refer to the sender of a message (in this case, a tweet) and the person who
replies to the message.

In Fig. 1 (left), we show the SMCP conceptual model with its component cognitive
processes. Each vertex on the triangle circumscribed by the concentric circles repre-
sents the highest degree of the respective cognitive process (namely, directed gener-
ation, pairwise similarity, and temporal distance). The shaded area in the center of the
triangle is where the highest degree of depth of processing would occur because it
reflects the presence of all three mechanisms of cognitive processing.

In Fig. 1 (right), we show the interaction between a sender and receivers of a given
message. Each message from a sender has several receivers (R1, R2…Rn). The shaded
area (in gray) represents one dyad for which the depth of processing is calculated in the
SMCP model. The model allows us to compute the depth of processing for each such
dyadic interaction between senders and receivers in a given corpus.

We measured three attributes for each dyad, which are coded based on how deeply
the receiver processed the sender’s information. To measure the degree of self-
reference for the receiver in the dyad, we defined the concept of paired similarity by
calculating the likeness between a sender and a receiver, both on the level of the
message and on the level of the users (explained in detail in Sect. 4.2 below). Support
for this concept can also be found in the marketing and rhetorical literature. From the
marketing literature, perceived similarity between sender and receiver on social media
increases perceptions that the content is trustworthy, credible, and honest [30]. From
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the rhetorical literature, the more people identify with one another, the more consub-
stantial they become [31]. Moreover, a source is more likely to persuade an audience
member if the audience member perceives a high level of consubstantiality with the
source [31].

The second measure of depth of processing for the receiver in the dyad is called
directed generation. As noted previously, it is based on the concept of self-generation
(i.e., the extent to which people create their own content). We replaced “self” with
“directed” because this new concept measures the degree to which the receiver gen-
erates new content in response to a sender’s tweet. In the context of Twitter, directed
generation is the tendency of a receiver to interact with the sender’s content (e.g., by
retweeting or replying to the sender’s message). We posit that receivers who reply
more frequently than retweet in response to a sender tend to process the sender’s
message at a deeper level than other response behaviors, such as liking or retweeting
(Sect. 4.3 below).

The third measure of depth of processing in the dyad is psychological distance. We
measure psychological distance in terms of the temporal distance (Sect. 4.4) in our
model (other measures of psychological distance [17] like geographical distance or
social distance will be included in the model as a part of our future work). Temporal
distance refers to the distance, in time, between the catalyst for the sender’s message
(e.g., the UK vote to leave the EU), the sender’s content (i.e., a tweet), and the
receiver’s response behavior (e.g., retweet, reply). As noted previously, temporal
distance is reflective of the temporal component of psychological distance.

Having described each measure of the SMCP model, we now explain the model in
the context of a specific case study and calculate the associated measures to explain
depth of processing for a set of senders and receivers.

4 Method

Figure 2 outlines our overall approach, which we describe in detail in the sections
below.

Fig. 1. (Left) SMCP model linking cognitive mechanisms of directed generation. Pairwise
similarity and temporal distance. (Right) illustration of dyad relationship between sender (S) and
receivers (R1, R2…)
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4.1 Corpus and Preprocessing Steps

We examined a corpus of approximately 2MM tweets regarding the Brexit vote in June
2016 (Step A in Fig. 2). The collected data consisted of a 20% sample of tweets that
contained at least one of nine hashtags related to the Brexit event (e.g., #VoteLeave,
#Brexit, #StrongerIn) collected via Twitter’s GNIP Historical PowerTrack API1. The
final dataset consisted of 2,171,135 tweets that were shared between June 16th and June
29th, 2016 from 436,474 unique Twitter IDs. From these posts, we examined the set of
original tweets (tweets that are not retweets), which consisted 760,964 tweets (35%) in
our corpus. We next examined cognitive engagement via the possible actions a user can
take on Twitter, such as (1) posting an original tweet; (2) retweeting or sharing an
original tweet; (3) replying to an original tweet; (4) mentioning other users in either an
original tweet or reply; (5) favoriting an original tweet, retweet or a reply; and
(6) quoting another tweet. As noted previously, our model does not account for
mentions, favorites, and quotes; however, we aim to include these measures in future
work. We note that these actions listed here are specific to the Twitter platform,
however, similar actions can be taken on other SNS sites (e.g. Facebook) and the
SMCP model can be adapted to those corresponding actions.

As part of the pre-processing steps, we assigned each user to one of three categories
(1) Leave (exit the EU); (2) Remain (stay in the EU); or (3) General (ambiguous or
undetermined; see Step B in Fig. 2). This classification was made on the basis of the
hashtags used in the tweets for each user. If a user’s tweets had a majority of hashtags
advocating the leave position, the user was assumed to be in the Leave category (and
similarly for the Remain category). If a user’s tweets contained an equal number of
leave and remain hashtags, or if the hashtags were only part of the general hashtags, the
user was classified into the General category. Table 1 shows the hashtags and their
categorization in our corpus.

Fig. 2. Outline of overall approach with measurements of each component of the SCMP model
and their operationalization.

1 http://support.gnip.com/apis/.
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4.2 Pairwise Similarity

Pairwise similarity (Step C in Fig. 2) is the degree to which the content of the message
as well as the sender is similar to the receiver. If the message has content that is highly
similar to the preferences of the receiver or if the sender of the message is highly
similar to the receiver, the pairwise similarity measure would be high. We posit that
this would lead to greater depth of processing, and consequently higher emotion
contagion to influence offline behavior. In this article, we measure pairwise similarity
as the category to which the sender and receiver belong (i.e. Leave or Remain). If the
sender and receiver belong to the same category, then pairwise similarity is high (1),
otherwise it similarity would be low (0).

4.3 Directed Generation Measure

The degree of self-generation in the offline context is the degree to which individuals
construct original material themselves. In the online context (Fig. 2, Step D), our
SMCP model assumes that a reply or a retweet by a receiver is generated material in
response to (or directed by) a sender; however, replies have a higher degree of gen-
eration than do retweets. While retweets are more prolific, retweets represent surface
contagion—the information has spread but it may not influence offline attitudes,
preferences, or beliefs. Replies, on the other hand, require more effort to generate
content than a retweet. We thus formulate directed generation (Fig. 2, Step D1) as the
ratio of the total number of actions made by the receiver across all messages sent by the
receiver, normalized by the total actions across all receivers and all messages for that
sender. Directed generation can thus be characterized as the likelihood of a given
receiver to engage with the sender’s content, normalized by the general likelihood of
which all receivers respond to the sender. We include different actions that a user can
take on Twitter and use a five-point discrete scale to weight each action, with Likes
being assigned a weight of 1/5, followed by Retweets (2/5), Mentions (3/5), Quotes
(4/5) and Replies (5/5). As noted in Fig. 2, the higher the degree of generation, the
greater the depth of processing.

4.4 Temporal Distance Measure

The third measure of depth of processing is temporal distance which is measured with
respect to the time between the action a receiver takes and the event (the Brexit vote)
and also the sender’s message. Accordingly, if either the event or the sender’s original
message is closer in time, the depth of processing will be higher. This is based on the
construal-level theory which states that an event closer in time to the self will lead to

Table 1. List of hashtags categorized as one of Leave, Remain or General categories. Hashtags
were used to place users in one of these categories.

Leave Remain General

#strongerin, #remain,
#brexitrejection

#voteleave, #leaveeu,
#cleanbrexit

#brexit, #brexitnow,
#brexitvote

374 S. M. Levens et al.



lower psychological distance, which in turn leads to greater effects on the depth of
processing. We compute temporal distance as the average time taken by the receiver to
respond to the messages sent by the sender.

5 Results and Discussion

We illustrate our approach on a subset of senders and receivers from our corpus of over
400 K users. The senders and receivers included the accounts listed in Table 2. We
selected 3 senders and 4 receivers based on their classification (Leave vs. Remain), rate
of activity on Twitter, and centrality in the retweet network (Fig. 3).

The ‘Directed Generation’ panel illustrates the tendency of the receiver to generate
new content in response to a sender, normalized by the total actions across all receivers
and all messages for that sender. Likelihood of the receiver generating new content in
response to a sender is depicted via edge weight—thicker edges indicate greater
directed generation over other response behaviors less indicative of content generation
(i.e. likes). For example, the thickness of the edge between Carl #LeaveEU and
LEAVE EU, is greater than the thickness of the edge between *TOM* and ‘Vote
Leave’ indicating that there is a higher degree of depth of processing on the part of Carl
#LeaveEU than *TOM*.

The ‘Response Time’ panel illustrates how quickly a user responds to the message
of a sender. Line thickness corresponds with psychological distance such that the
thinner the line the less temporal distance there is between the receiver and sender—
specifically the receiver responds quickly to the content of the sender.

The SMCP model is a significant contribution because it is the first model that uses
classic cognitive concepts to explain and predict responses to social media content.
Grounding social media behaviors in established learning and memory theories is
critical because it provides a greater understanding of how information disseminated on
social media is encoded to potentially influence learning, memory, preferences, atti-
tudes and beliefs.

Similar to other social influence diagrams, SMCP accounts for oppositional posi-
tions in mapping the relationship between a sender of a tweet and a receiver of a tweet.
However, SMCP goes beyond current diagrams by recording not only the level of effort
receivers expend based on their type of social media response (e.g., retweet vs. reply)
but also psychological distance to the event and the extent of pairwise similarity
between the sender and receiver. Together, these three dimensions have tremendous
explanatory power in predicting the depth of processing a particular receiver will have
in response to a particular sender’s message. Moreover, the model can be used to
explain and predict the direction and degree of information proliferation. This model
can be used in a variety of contexts (e.g., isolating influencers to persuade others about
the merits of vaccination, to dispel fake news, or to spread political messages).
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6 Limitations and Future Work

This study represents an initial attempt to identify metrics reflecting pairwise similarity,
directed generation and psychological distance on Twitter. Our model relies on several
assumptions, which should be considered when interpreting this research. First, we
interpreted a user’s ideological position based on the hashtags the user used most often
(in this case, whether each user posted primarily to the Leave category or to the Remain
category). If a user’s tweets had a majority of hashtags advocating the leave position,
the user was assumed to be in the Leave category (similarly for Remain category). As
this is our first attempt, our initial metric of pairwise similarity is simplistic and reflects
the context of the sample, future work should identify more nuanced ways to measure
similarity such as similarity in profile content or message content between users. We
also assumed that a reply or a retweet by a receiver is generated material in response to
(or directed by) a sender—while replied are generally directed to the sender in response
to content from the sender, this is not always the case.

We were also limited to a 20% sample of the GNIP stream for the rule tags we
examined. Moreover, the sample did not include favorites, quoted content or mentions

Fig. 3. Network of senders and receivers with edges showing weights of directed generation and
response time.
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—quoted content and mentions demonstrates a new content generation and would
therefore be important to include in future work that refines the directed generation
metric. To illustrate the depth of processing between senders and receives in this initial
concept paper we also examined only five senders with prolific tweeting and follower
numbers to avoid sparsity. Future research should use a larger sample (i.e., 100%
sample of GNIP rule tag use) and incorporate favorites and quotes and refine mea-
surement of these constructs in a fuller sample.

As an emerging model, there are many opportunities to build upon this research.
Future research should also explore the larger implications of this model, such as using
the model to predict emotion contagion. Emotional content tends to be more deeply
processed material and linguistic factors could be used to identify emotional content
and perhaps create a measure of a receiver’s emotional susceptibility to a sender. It will
also be important to test this model in other contexts, (i.e., in response to other viral
events) as well as incorporate spatial distance into the assessment of psychological
distance.
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Abstract. GitHub is a popular source code hosting and development service
that supports distributed teams working on large and small software projects,
particularly open-source projects. According to Wikipedia, as of April 2017
GitHub supports more than 20 million users and more than 57 million reposi-
tories. In addition to version control and code updates functionalities, GitHub
supports a wide range of communication options between users, including
messaging, commenting, and wikis. GitHub thus has all markings of an online
social network, but how does it compare to other social media such as Twitter or
Facebook? Since GitHub supports messaging between users as well as “fol-
lowing” it seems the answer is pretty straightforward. And yet, messaging and
following do not account for the bulk of activity in GitHub, which consists
largely of user initiated repository “events” related to adding, editing, and fixing
the code (as well as other artifacts, such as documentation and manuals). In this
sense GitHub is quite unlike Twitter, where information flows rapidly between
users by being passed along to others. What information flows in GitHub,
besides the actual messaging? In this paper, we discuss preliminary findings that
the GitHub community displays many of the characteristics of a social network.

Keywords: Social networks � Computational sociolinguistics
Natural language processing

1 Introduction

Github, an open source software development environment based upon the git version
control system, is widely recognized as providing the opportunity to engage in “social”
or collaborative coding. In Github, developers take actions on their projects by using a
publicly available typology of “events” related to code development and associated
pursuits. Project owners can “commit” changes through a direct modification of their
base code in repositories that they manage. Those without commit-rights can “fork”
project code to their own repositories, creating personal copies for which they can
author modifications; subsequently, they can request their changes to be incorporated
into the base code through the use of a “pull” request. It is through pull requests that
Github functions as a distributed model of software development. As [1] suggest, the
innovation of pull requests lies in separating the development effort from decisions
about whether to incorporate changes into the upstream code. Thus, anyone can initiate
a pull request and potentially contribute to a project with authorship credit, but deci-
sions about which changes to accept are managed by a core team.

© Springer International Publishing AG, part of Springer Nature 2019
T. Z. Ahram (Ed.): AHFE 2018, AISC 787, pp. 379–390, 2019.
https://doi.org/10.1007/978-3-319-94229-2_37

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-94229-2_37&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-94229-2_37&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-94229-2_37&amp;domain=pdf


While Github’s pull-request event provides a minimal structural basis for collabo-
ration, scholars have explored the role of additional social actions that may enable
members to collaborate productively. For example, Github members may “follow” each
other and “watch” repositories, events that provide them with updates about actions
taken by other users and performed within repositories. Still other actions enable free
form textual communication, such as the issuance of “comments” on commits, pull
requests, or issues that arise in the consideration of pull requests. As [2] report, actions
taken in Github are recorded as events over time, providing users with a history of
actions in repositories and related to users that is transparent and visually accessible in
several different ways. Users can thus draw on this record to make inferences about
projects, developers, repositories, and the appropriateness of code contributions that
enable them to make useful decisions about where to invest their collaborative efforts.

Examinations of project-based and developer social networks on Github underscore
the social character of these collaborations. For example, [3] observed that Github’s
project networks (defined by at least one common developer) were more highly
interconnected than human networks and that developer networks provided for greater
reach than Facebook networks. Such social connections reflect the tendency for
developers to prefer to join projects where there is a prior relationship and the likeli-
hood that they will contribute more to such projects [4].

Github’s event typology and its transparency makes it possible for developers to
accomplish enormous amounts of work simply by exchanging sequences of
event/actions while engaging in comparatively little direct verbal communication
between developers [1, 2, 5]. This has raised the question of when and how direct
communication takes place on Github. In [2] it was observed that direct communication
was relatively infrequent, taking place only “at the limits of transparency” when the
record of actions failed to provide sufficient explanation or information to facilitate
collaboration. In other work, the form, content and influence of these conversations has
been more extensively addressed [5, 6].

In the work we present below, we have pursued the idea that Github functions as a
social network in which repositories may be treated as interconnected information-
bearing nodes. We further suggest that the actions taking place within repositories can
be viewed as conversations that are composed of dialogue acts undertaken through both
event/actions as well as direct verbal exchanges. Drawing on our prior work in
applying sociolinguistic behaviors to online chat [7–9], we show that sociolinguistic
dialogue act labels can be mapped on to Github events/actions (which are modified on
the basis of textual exchanges, if any). Further we demonstrate that applying our
software toolkit in these ways enables a computational analysis of certain social
dynamics, such as leadership and influence roles. We expect these capabilities to lend
themselves to the modeling of repository productivity and popularity.

2 The Information Flow in GitHub

One way to view GitHub as a social network is to consider repositories, which store
evolving software projects, as information objects that “flow” through the network of
users. This may appear counterintuitive as our first reaction is to view repositories as
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nodes, to which users are linked by virtue of their contributions (or attempted contri-
butions, or simply by being observers). And yet this interpretation clearly makes sense
and allows us to view GitHub at the same level as Twitter: repositories are started and
“forwarded” to friends (members), which makes their followers aware of their exis-
tence, and they in turn “forward” them to their followers by getting engaged in
repository activities. Further, GitHub displays trending repositories so that users can
see the most popular as indicated by the number of “stars” the repositories receive from
others on that day. Other accidental users may get involved by finding repositories
using keyword search. So, is GitHub just like Twitter, except that the messages are
much larger?

Not quite. Viewing repositories as information explains only part of the social
dynamic occurring in the service. After all, repositories are not quite like Twitter
messages: they are evolving objects that grow larger and more complex in time, and
their lifespan is expected to be longer than a tweet. Thus, while repositories are
information objects, they are also topics of interactions, and when taken together with
their participants, become something akin to conversations. To be more precise, these
are task-oriented conversations all centered on the main purpose of the repository, but
involving a series of local topics. Each user-initiated event, such as PullRequest or
Issue, etc. can be viewed as a dialogue act with which a user may introduce a new local
topic into the conversation, or respond to a topic already under discussion. Social
behavior is exhibited by the degree to which each participant attempts to influence the
direction of conversation and how he/she relates to other participants. Each conver-
sation has a core group of participants (members) and an evolving cast of external
characters who join for a time and disappear. Figure 1 shows a schematic rendering of
GitHub network of conversations.

Fig. 1. A schematic rendering of GitHub network of conversations. The R nodes represent
repos, while the U nodes represent the users. Links from users to repos reflect involvement in a
repo activities; links between users represent “following” relations.
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3 GitHub Conversations

The following is a fragment of an interaction within a moderately active repository. In a
fragment covering 3 months of activities, some 1600 “events” have been posted by a
group of 36 participants. Each “event” is posted by a single user, and it reflects some
operation performed or desired on the repository. Some events simply notify others that
a change has been committed (e.g., Push Event) or that a problem has been noted (e.g.,
Issue Event), while other events request or notify of a future action (e.g., PullRequest
Event). Yet other events are used to respond to or comment on any prior events.
GitHub has a relatively small set of such approved events, which functions as a basic
communication “language,” albeit a lean one. When more details or clarity needs to be
communicated, events are supplemented by text fields that elaborate but typically do
not change the import of the event. Figure 2 shows a small fragment of in-repository
discourse using GitHub commands (events), some of which include free text fields.

It is quite easy to note that the GitHub events function like dialogue acts in a
conversation. Indeed, the events alone or when modified by language in the text field
can be mapped onto a typology of dialogue acts automatically coded by NLP tools that
we have described in [8]. A new PullRequest Event by user U1, which proposes a code
update to the repository, is interpreted as an Action-Directive dialogue act (see e.g.,
[10]). This utterance compels the user U2 to comment about some aspects of the
proposed code update, thus contributing an Assertion-Opinion dialogue act. Note that
in this case we need to look into the text field to determine the correct dialogue act. U2
then suggests an alternative solution by posting another comment, to which U1
responds by rejecting U2’s suggestion. Finally, U3 accepts U1’s original request by
closing the PullRequest Event and merging in the code.

As can be seen from this example, it is possible to assign default dialogue act labels
to each event in GitHub log and thus treat these events as utterances or “turns” in a
conversation. A text field, if supplied, may alter this default and also supply additional

Fig. 2. A fragment of conversation inside a repo involving 3 users. Dialogue acts (in boldface)
and communication links (in parentheses following the dialogue act label) are assigned
automatically by our system. The text field, if present, is replicated under the event header. The
long numerical is a unique topic id assigned by GitHub.
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conversational elements such as communicative links (to whom is the utterance
directed) as well as the sentiment. Table 1 shows a possible assignment of default
dialogue acts to selected GitHub event types.

4 Topics and Topic Chains

A repo conversation, as any other conversation, moves through a series of topics, some
of which are brief, while others may persist through many turns. A topic may be
introduced by a participant posting a new event, such as a PullRequest Event, which is
assigned a unique id by GitHub software. Any direct responses to this request would
use the same id, thus making it easy to track the topic in the GitHub log (cf. Fig. 2).
Topics may also be signaled within the text fields, and these could indicate either more
specific subtopics, or alternatively, larger topics that transcend GitHub-assigned id
chains, e.g., when multiple code updates relate to different aspects of the same issue.
This topical continuity can be discerned from the key words used in the event text
fields, as seen in the example below:

U1 [8:59] IssuesEvent (closed, 231398889, docker file problem) – Assertion-Opinion
Thanks for opening an issue! To help the team to understand your needs, please complete the
below template to ensure we have the necessary details to assist you.
….
U1 [8:59] PushEvent – Offer-Commit, Continuation-of (U1:1)
Update docker file; Merge pull request #503

Thus, the two ways of tracking topics in GitHub logs involve event ids and key
words (particularly nouns and noun-like objects) that users mention in the text fields.
The long topic chains are of particular interest because they provide more opportunities
for the participants to express their preferences (and occasionally sentiment), which

Table 1. Default dialogue act assignments to selected GitHub events currently contemplated.
These defaults can be overruled when a text field is present.

GitHub
event type

Description Default dialogue act

Create Start a new repo or a branch Action-directive
Delete Delete a branch or a tag Offer-commit
Fork Make a copy of the current repo Action-directive
Issues Raise an issue on any topic. Can

be opened, assigned, closed, etc.
Assertion-opinion; Action-directive (if
assigned)

XComment Comment on a currently open or
a recent event

Assertion-opinion

PullRequest Request code update. Can be
opened, closed, assigned etc.

Action-directive (opened); Agree-accept
(closed, true); Disagree-reject (closed,
false)

Push Commit an update Offer-commit
Watch Bookmark a repo Other-conventional
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may reveal deeper social dynamics in the group. We use the term meso-topic to refer to
a topic that persists through at least N turns, not necessarily consecutive but with gaps
between mentions no longer than M days. In the example repository discussed here, we
used N = M = 7 which let us to identify 20 meso-topics covering jointly 10% of all
turns (out of 1600), with the longest meso-topic continuing through 25 turns.

5 Conversational Analysis of GitHub Logs

We applied standard conversation language analysis to the sequence of GitHub events
in the logs of several public repositories, treating each repository as an independent
conversation. (This assumption is made only for the purpose of the preliminary analysis
described here as many repositories are not truly independent). Figure 3 shows an
example of the output from this initial processing of conversation, which then becomes
the input to the sociolinguistic analysis.

6 Social Relations and Behaviors in GitHub

We are now ready to run a computational analysis of social dynamics within a
GitHub repository. We will focus on the 3 month period of the example repository
mentioned earlier. This fragment covers 3 months and some 1600 events logged by
36 users. Our first question is of course what these social dynamics may be; for

<turn speaker=U1 repo=R1 event_type="PullRequestEvent" action="opened unmerged" 
dialog_act="action-directive" comm_act_type="addressed-to" link_to="all-users" 
turn_no="1">id123426861 </turn>

<turn speaker=U2 repo=R1 event_type="MemberEvent" action="added" dia-
log_act="conventional-opening" comm_act_type="addressed-to" link_to="U1" 
turn_no="2">U1 </turn>

<turn speaker=U2 repo=R1 event_type="PullRequestReviewCommentEvent" ac-
tion="created" dialog_act="assertion-opinion" comm_act_type="response-to" 
link_to="U1:1" topic="default;size;Font" turn_no="3">id123426861 Font-size should 
be 16px by default, we dont use 14px font-size on the new-design. </turn>

<turn speaker=U2 repo=R1 event_type="PullRequestReviewCommentEvent" ac-
tion="created" dialog_act="assertion-opinion" comm_act_type="continuation-of" 
link_to="U2:3" turn_no="4">id123426861 You can add @green too with `#54d2a0` 
(used in topic button) </turn>

<turn speaker=U1 repo=R1 event_type="PullRequestReviewCommentEvent" ac-
tion="created" dialog_act="disagree-reject" comm_act_type="response-to" 
link_to="U2:4" topic="color" turn_no="5">id123426861 This color is already there 
(GitHub ommited it in diff). </turn>

<turn speaker=U3 repo=R1 event_type="PullRequestEvent" action="closed merged" dia-
log_act="agree-accept" comm_act_type="response-to" link_to="U1:1" 
turn_no="6">id123426861 </turn>

Fig. 3. Fragment of GitHub event log partly processed by a series of automatic NLP tools,
including dialogue act and communicative act tagging, and topic identification. User and repo
names are replaced by anonymous symbols (U1, U2, R1, etc.)
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example, based on the use of characteristic dialogue acts, can we discern the soci-
olinguistic behaviors of a leader and users who are the most influential? We also want
to verify that certain expected correlations of behaviors and roles in the group obtain
in GitHub conversation. If these correlations hold as expected, we would have strong
evidence that GitHub repositories indeed behave like any other conversations, and
thus may be treated as such, for example, in predicting how repositories would evolve
in the future.

The social science theory (e.g., [7, 11, 12]) postulates that a leadership role in an
interaction emerges from a combination of such sociolinguistic behaviors as Topic
Control, Task Control, Disagreement and Involvement. In a typical group conver-
sation, these behaviors are expected to correlate quite tightly and jointly correlate
with the degree of leadership a person has in a group. In our earlier work [9] we have
verified these correlations in a series of experiments with online and off-line dis-
course involving small and medium groups of individuals (Fig. 4). Table 2 lists
sociolinguistic behaviors covered in this article, with acronyms that appear in Figs. 4
and 5.

Table 2. Brief definitions of selected sociolinguistic behaviors mentioned in this paper. For a
complete discussion see [7, 9]. All behaviors are measured as degree (in %) per speaker.

Socio-linguistic
behavior

Description Acronym

Topic control Attempts by a speaker to impose the topic of conversation.
Computed based on the rate of local topic Introduction,
subsequent mentions, and average turn per speaker

TCM

Task control An effort by a group member to define the group’s goal and/or
steer the group towards it. Computes the rate of directives
(Disagree-Reject dialogue acts), process management turns by a
speaker, and the ratio of successful responses by others

SCM

Involvement Degree of engagement or participation in the discussion of a
group. Computed based on proportion of turns, verbosity, and
references to topics introduced by others

INVX

Disagreement Making explicit or implicit utterances of disagreement,
disapproval, or rejection. Computes the ratio of disagree-reject
dialogue acts and negative sentiment per speaker

CDM

Argument
diversity

Deploying a broader range of arguments in conversation.
Computed based on the rate of vocabulary introduction and
range used in turns

MAD

Network
centrality

Degree to which others direct their comments to and/or cite
topics of a speaker. Computed based on the rate of utterances
addressed to the speaker and references to the topics introduced
by the speaker

NCM
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A similar phenomenon is observed for Influence, which is based on a different
subset of sociolinguistic behaviors that include Topic Control, Disagreement, and also
Network Centrality and Argument Diversity (Fig. 5).

Influence is of particular interest for at least two reasons. First, our definition
encompasses a broader range of behaviors than what is typically used in social network
analysis, whereNetworkCentrality (in a form reduced to reflect direct links) is considered
the only measure of influence. Second, Influence may cause change of behavior in the
person being influenced, and thus may help us to predict the evolution of group dynamics

Fig. 5. Correlation between selected Influence measures for a typical chat dialogue involving 9
individuals represented by 2-letter ids on the x-axis [9]. An average correlation observed is over
0.8 (Cronbach’s alpha).

Fig. 4. Correlation between selected Leadership measures for a typical chat dialogue involving
10 individuals represented by 2-letter ids on the x-axis [9]. An average correlation observed is
over 0.8 (Cronbach’s alpha).
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in the future. In order to measure impact of influence, we will also need to model an
additional behavior known as Positioning, which we do not discuss here (see [13]).

We have conducted sociolinguistic analysis of several GitHub repos in order to see
if the selected sociolinguistic behaviors can be observed, and if they correlate as we
might expect in a conversation. Specifically, we focused on the behaviors that are
components of the leadership and influence social roles. The following charts, showing
the distribution of sociolinguistic behaviors in our example repository, appear to
confirm that the internal dynamics are indeed akin to a conversation. Figures 6 and 7
show the distribution among the 7 highest scoring participants only. Figure 8 shows the
entire group of 36 participants over the 3 month span.

These charts show an interesting dynamic within this repository, which is likely
typical of any at least moderately active repository: out of all recorded users, only a
handful are visibly active, and just 2 or 3 contribute most of the content and the
direction of the project. A similar chart is obtained for influence, although the order of
participants will be slightly different (Fig. 9).

7 Repository Profiles and Their Evolution

The sociolinguistic behaviors within a repository may be combined to form a behav-
ioral profile of this repository. Other repositories may have different profiles and we
would expect to see different dynamics in them. Another question is whether the
dynamics remain stable throughout the life of a repository or do they evolve and move
through different stages. We may be able to answer this question by sampling different
intervals in repository lifecycle and deriving profiles from these.

Fig. 6. Correlation between leadership measures for the top 7 highest scoring participants in the
example repo. We note that U1 has the highest leadership score despite relatively lower Topic
Control behavior.
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Fig. 7. Correlation between influence measures for the top 7 most influential participants in the
example repo. Here U2 has the most influence with U1 a close second.

Fig. 8. Distribution of leadership scores among all 36 participants in the example repo, ordered
by the degree of leadership. Each bar represents a single participant with component metrics
shown as colored bands. The overall leadership score (the top band) is a linear function of the
component measures, but the components are not equally weighted [9].
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8 Conclusions

In this paper, we discussed preliminary findings suggesting that GitHub indeed func-
tions as a social network, in a manner similar to a collection of large and small
“conversations”. We demonstrated how the social dynamics within repositories can be
extracted automatically using a software toolkit originally developed to study social
dynamics in online interactions such as chatrooms, discussion forums, and more tra-
ditional social media. Understanding social dynamics within and across repositories,
and over time, will help us to model the “flow” of repositories through the network of
users: what makes some repositories more popular than others, what can make them go
“viral”, and when they die.
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1 Introduction

Most of the real world problems are complex phenomena with known and unknown
multivariate and higher order systems. The solutions to these problems can be ordi-
narily determined using conventional methods of modeling. For example, complex
dynamical systems need to be analyzed by incorporating human experience and
knowledge. Groumpos [1], and Papageorgiou and Salmeron [2] report that fuzzy
cognitive maps (FCM) are the answer to the challenging problem of modeling and
controlling such complex systems. An FCM is a directed graph with concepts as nodes
and causalities as edges, where the nodes take on values from the fuzzy sets [3].

Kosko [4] first proposed FCM as an extension of cognitive maps of political elites
by Axelrod [5]. Since then, several variants of original concepts have been developed
including uncertainty modeling [2]. FCM approach has been used to describe and
model variety of complex systems, and applied in decision sciences and operations
research [1]. Some notable applications of the FCM include:

• fuzzy-neuro control [6–8],
• electrical circuits [9],
• political developments [10],
• organizational behavior and job satisfaction [11],
• economics and demographics [12],
• medicine [13, 14],
• manufacturing [15–18],
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• decision science [19],
• control systems [17, 20–23],
• urban design [24],
• business analysis [25, 26],
• statistical analysis [27],
• data mining of the world wide web [28, 29],
• ecological modeling [30], etc.

For a review of the above applications, readers are referred to [31].

2 The Theoretical Basis of FCM

As proposed by Kosko [4], C1, C2, …, Cn are the concept variables or causal variables
of a complex system (see Fig. 1) that make nodes of the graph. There may exist
causality among these variables. Variable that affects another variable is the causal
variable, and the one that is affected is the effect variable. If causality exists between the
concept variable Ci and Cj, then the degree of causality is denoted by the directed arrow
with weight Wij * [−1, 1].

At any moment (iteration t), each concept variable is characterized by its value Ai in
the interval [0, 1], which is a fuzzy value after transformation using some function f.
Generally, at the beginning of simulation (t = to), the values of At0

i s are 1.

Atþ 1
j ¼ f

Xn
i ¼ 1
i 6¼ j

At
iWij þAt

j

0

@

1

A: ð1Þ

Fig. 1. A simple fuzzy cognitive map
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where, transformation function ‘f’ could be bivalent, trivalent, sigmoid, or hyperbolic
tangent. Generally, in most of the applications, sigmoid function as shown in (2) is
applied to get the value of the concept variable.

f xð Þ ¼ 1
1þ ekx

: ð2Þ

where, k is the parameter of the sigmoid function that controls the slope of the function.
Normally, k equals to one has been applied in the majority of the works whenever
sigmoid function was used. The slope of the function is flatter when k is less than one
(but positive) and much steeper when it is greater than one. The iterative process is

continued using Eqs. 1 and 2 until, Atþ 1
j � At

j

���
���8i is unchanged or less than some

predetermined threshold value.

3 Scenarios Modeling in FCM

Once the stationary state of the model is obtained as described in Sect. 2 above, then
the values of Aj for any scenario k ðAscenario k

j Þ can be developed. A concept variable Cj

is subject to a specific condition, e.g., it can take a value of 0.7 from the interval [−1, 1]
or it can assume any value in that interval.

Consequently, for any scenario k, the following iterative steps should be used:
If value of any Cj (for all j) is not controlled within the scenario, it is assumed to

have a value of 1.0 at (t = 0). The values in Ascenario k
j are not specified.

1. At the end of every iteration (after applying Eqs. 1 and 2), every Atþ 1
j is reset to

Ascenario k
j if and only if, Ascenario k

j is a specified quantity in step 1.
2. Step 2 is repeated until a threshold condition is reached.
3. The analysis is conducted on differences among scenarios and stationary state

concerning controlled concept variables and effect variables.

4 Applications of FCM in Human Systems

FCM approach has gained wide acceptability for modeling complex systems in several
different fields of study (see Sect. 1). The purpose of this paper is to review selected
applications of FCM in the human factors area.

4.1 Human Decision-Making

Jones et al. [32] presented a novel approach to providing an actionable model of
situational awareness (SA) using FCM that encompasses all three levels of situation
awareness. The proposed model includes perception construct of SA (Level 1 SA), the
comprehension (Level 2 SA) and projection (Level 3 SA) levels of situation awareness.
To effectively model decision-making that reflects real-world conditions, these
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higher-level SA constructs should be considered. This is especially critical in military
operations as sufficient data are not always available to develop a cognitive model that
provides a realistic representation of the behaviors of the people involved (e.g., friendly
forces, insurgents, and civilians). In the model, authors used goal driven (top-down),
and data-driven (bottom-up) approaches simultaneously. In platoon leader
goal-directed task analysis (GDTA), the main goal node has seven sub-goals, and each
sub-goal has other related sub-tasks (or sub-sub-goals). Each sub-goal in the proposed
model is modeled by sub-FCM for that sub-goal according to GDTA. Main goal
influences all three levels of SA. Operator’s expertise and SADemons (overload,
requisite memory traps, misplaced salience, attentional narrowing, workload, fatigue
and other stressors, complexity creep, errant mental models, or the out-of-the-loop
syndrome) also influence all three levels of SA. Özesmi and Özesmi [30] noted that the
proposed model maintains the hierarchical relationship of each SA requirement iden-
tified in the GDTA hierarchy and provides an SA score at each level.

Xue et al. [33] proposed an FCM-SA model in dynamic decision-making. First,
they identified each element (concept) inside the three layers of SA decision-making
model (system-interface layer, SA-Judgement layer, and operator cognition layer).
Causalities among elements were then developed with the strength assigned using five
degrees: highly positive influence, slightly positive influence, no influence, slightly
negative influence, and highly negative influence. In the next phase, interviews were
carried out with the panel consisting of ten experts and researchers from the domains of
HCI, Human Factors, Teleoperation Control System, and Cognition Science in small
groups of 3 or 4 or individually. The interviewees were instructed on how to draw an
FCM model with examples from other areas, and were asked to draw a map, with the
concepts they thought were important and should be included in the model. All the
concepts were then recorded and presented to the interviewees who discussed the
connections and came up with the direction of causality and its strength for their FCMs.
Final weights of the connections between concepts were calculated using a score
function (weighted sum). In general, this paper demonstrated how SA can be modeled
using FCM approach to understand the inner dynamics of information processing of
SA system.

Irani et al. [34] explored the behavior and embodied energy involved in the
decision-making for information technology/information systems (IT/IS) investments.
The authors described the nature of the investment through the lens of behavioral
economics, causality, input-output (IO) equilibrium, and the general notion of depletion
of the executive energy function. Human factors (views and needs of the relevant
stakeholders and decision makers, and human resources such as management/staff time
and training) and organizational factors (structure, leadership, business processes,
organizational/managerial, and organizational culture) were included in the model.
Data were collected through interviews, observations, and company documents. Data
were coded applying behavioral economics, quantitative content analysis, and mor-
phological analysis. Finally, data were analyzed using FCM, input-output model, and
decision fatigue approach. In their FCM, authors used concepts such as anchoring
effect, agency friction, confirmation bias, environment effect, feedback loops, loss
aversion, reference dependence, and status quo bias.
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4.2 Human Reliability

Bertolini [35] applied FCM in human factors to assess and analyze human reliability in
manufacturing. The applied concept variables (number of variables) included: envi-
ronment (4), work space (6), Machinery or tools (5), physical load (5), metal load (7),
judgmental load (2), information and confirmation (2), and indication and communi-
cation (2). The process of FCM modeling consisted of inputs from several experts
(academics, plant designer, operation manager, quality manager and safety manager of
a food-processing firm) who used Delphi technique to gather information on each
factor. They also provided causal connection and their signs anonymously. Later this
information was given to a panel (a group of 20 or more) which then through the
iterative feedback process developed a high level of agreement needed for constructing
cognitive maps. Finally, the expert selected fuzzy linguistic terms (very low (VL), low
(L), medium (M), high (H) and very high (VH)) to weigh the strength of all causal
connections. Fuzzy causality strength (linguistic variable to fuzzy number) was
determined as the sum of the product of credibility weight of individual expert and the
corresponding causality strength (fuzzy number).

Gandhi and Gandhi [36] proposed an FCM model to address human factors that
influence human reliability in maintenance. The concepts of emotional stability,
knowledge and skill, attention and alertness, perception and memory, and motivation
were used as input nodes that determine the decisive factors and human reliability as
the output measure. Input factors may vary with persons and time. It was concluded
that FCM could be used as a tool to understand how human factors and their inter-
actions influence the overall human reliability in the maintenance arena.

4.3 Human Behavior

Buche et al. [37] proposed FCMs to represent internal states (internal emotions such as
fear, satisfaction, love, or hate) explicitly when it comes to responses to external stimuli
in the context of behavior for autonomous entities in virtual environments. Their study
presents the use of FCMs as a tool to specify and control the behavior of individual
agents along with a learning algorithm allowing the adaptation of FCMs through
observation.

Bevilacqua et al. [38] applied a fuzzy cognitive map (FCM) approach to explore the
importance of the relevant factors including workers’ behavioral factor in the industrial
environment. Factors that affect injury risk and the causal relationships involved are
modeled to help managers to act appropriately to mitigate such risks. They included 16
concepts as causes for injuries/accidents and 12 concepts for resulting injuries/accident
types. Out of 16 concepts for injuries, ten concepts partially or in totality represented
workers’ behavior. Through the FCM model, they calculated the maximum total effect
for each type of injury and recommended, based on the results, appropriate actions to
be taken in the workplace regarding policy, procedure, and training.
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4.4 Usability Evaluation

Yucel et al. [39] investigated usability electronic consumer products among different
age groups using FCM approach. The consumer groups were identified in three cate-
gories: younger than 40, 40–55 or older than 55 years. There were five input concepts
about physical attributes of the mobile phone, smart phone, and other PDAs, five
additional input concepts about cognitive attributes, and one output concept for
usability in the FCM model. Causality was defined in terms of linguistic variables (very
low, low, medium, high, and very high) and interviewees from different age groups
were asked to rate them. These causal linguistic variables were converted to fuzzy
value using triangular distribution. The results of the study on mobile phones showed
that the most important dimensions of usability for each group were learnability and
efficiency.

4.5 Human Health and Safety

Asadzadeh et al. [40] analyzed and assessed the integrated health, safety, environment
(HSE) and ergonomics (HSEE) factors by FCM approach. They introduced six cate-
gories of concepts, namely: health, safety, environment, ergonomics, macro ergo-
nomics, and system performance. Within the category of ergonomics, authors created
six concept variables: ‘pain and distress because of work’, ‘ergonomically unsuitable
office furniture’, ‘difficulty to movement within workplace’, ‘difficulty to transport and
operate machines’, ‘materials and tools’, ‘vibrations of tools and machinery on body’,
and ‘ergonomically unsuitable machines and tools’. Within the category of macro
ergonomics, seven concept variables: ‘lack of instructions and education about safety
and accident prevention’, ‘lack of respect for rules’, ‘work pressures’, ‘lack of docu-
mented instructions about works’, ‘unfamiliarity with organization’s rules’, ‘lack of
proper communications with managers’, and ‘difficulties within organization with
coworkers’ were used. Causal relationships and their strengths were determined using a
panel of 37 experts comprising of researchers, plant managers, and people with deep
experience in health and safety systems, employee relationship management, and
human productivity management. Through the application of FCM, the authors were
able to identify the most influential factors that contribute to the system performance.

Mei et al. [41] presented a study of disease (influenza A or H1N1) on a
college/campus based on individual decision rules embedded in FCM model that
incorporates both emotion-related and cognition-related components. Authors claimed
that an individual’s decision such as frequent washing, respirator usage, crowd contact
avoidance, etc. could significantly decrease the at-peak number of infected patients,
even when common policies (isolation and vaccination) are not deployed. Nine con-
cepts representing the cognitional level of global and local epidemiological situation,
panic emotion for primary emotions, the memory of secondary emotions, optimistic
personality for senior emotions, and other states of infection constitute input nodes
(concepts) and output concept as the desired output concept (DOC). Based on the
computed value of DOC, the individual’s overall assessment of the current epidemi-
ological situation, individual decision-making rules can be set and the corresponding
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effect of lowering the probability of being infected to further support simulations of
infectious disease propagation. The study found that influenza A would eventually die
out even with no intervention.

4.6 Human Factors in Management

Dias et al. [42] proposed FCM-Quality of Interaction (FCM-QoI) model to assess the
quality of interaction of learning management systems (LMS) of higher education
institutions. They studied 75 professors and 1037 students for one academic year. The
model used 14 input concepts and one output concept. Whenever the user interacted
with LMS, 1140 metrics were acquired and then categorized into one of the fourteen
concepts. The model first underwent the learning phase during which the causality
weights and the concepts’ parametric values were updated. In the latter testing phase,
the learned model was tested and considered satisfactory when the results satisfied the
predetermined criteria.

5 Conclusion

FCM is one of the viable approaches that can be used for modeling different aspects of
human-system integration. Many variations of FCM approach have been developed
over the years, and varieties of applications have been reported using different FCM
approaches. The selected studies reviewed above demonstrate that FCM methodology
has the capability to model complex systems where human behavior, experience and
knowledge are important factors of system performance.
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Abstract. Cascades of information in social media (like Twitter, Facebook,
Reddit, etc.) have become well-established precursors to important societal
events such as epidemic outbreaks, flux in stock patterns, political revolutions,
and civil unrest activity. Early detection of such events is important so that the
contagion can either be leveraged for applications like viral marketing and spread
of ideas [4] or can be contained so as to quell negative campaigns [2] and
minimize the spread of rumors. In this work, we algorithmically design social
sensors, a small subset of the entire network, who can effectively foretell cas-
cading behavior and thus detect contagious outbreaks. While several techniques
(for example, the friendship paradox [3]) to design sensors exist, most of them
exploit the social network topology and do not effectively capture the bursty
dynamics of a social network like Twitter, since they ignore two key observations
(1) Several viral phenomenal have already cascaded in the network (2) most
contagious outbreaks are a combination of network flow and external influence.
In light of those two observations, we present an alternate formalism for

information where we describe information diffusion as a forest (a collection of
trees). Intuitively, our forest model is a more natural metaphor because most
social media phenomena that go truly viral have multiple origins, thus are a
combination of several trees. We show that our model serves as a solid foun-
dation to foretell the emergence of viral information cascades. We then use the
forest model in conjunction with past information cascades, to view the problem
under the algorithmic lens of a hitting set and select a subset of nodes (of the
social network) by prioritizing their activation time and their occurrence in the
cascades.

Keywords: Social sensors � Early contagion detection
Social networks mining

1 Introduction

Social network sensors is proven to be a powerful approach to detect and characterize
large outbreaks in networks [10]. A social network sensor is a set of nodes in the given
large social network that forecasts the emergence of an outbreak in a sensor node to the
entire network. The existing methods of designing social network sensors from a
network rely on network topologies such as the connectivity of nodes, their degrees,
shortest paths, and dominating paths through the network. Such methods are limited in
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scope since knowledge of network topology is generally difficult to obtain. And,
information cascades in large scale social networks can have multiple points of entry
through agents of external influence [8] or via other social media. The friendship
paradox [9] one of the state-of-the-art methods to find social sensors, (which exploits
the degree distribution of a network) is not effective in capturing the bursty dynamics of
information contagion on a social network like Twitter.

Motivated by these observations, we develop an alternative approach by simply
observing cascades propagating through the network and noting that cascades provide
indirect information about the network topology without requiring costly instrumen-
tation to observe the connectivity. However, information cascades are typically very
small, and thus it is nontrivial to use them to detect large outbreaks. In designing our
algorithm, we show how, by leveraging past information cascades using a hitting set
formulation, we can mine a subset of nodes by prioritizing their occurrence in cascades
coupled with their activation time in the cascades. The novelty of our approach lies in
mining the tracking potential of a node across cascades. The rationale behind com-
bining occurrence frequency with activation time to determine a node ranking scheme
is that not only do we want nodes that participate in many cascades, but we also want to
estimate their early adoption and participation rates. The key is to utilize multiple
cascades and view them as a representative sampling of the network structure.

Our major contributions are:
Modeling information flow as cascade forests: We demonstrate that adopting the

view point of information cascade forests, allows better characterization and detection
of information flow. Our model does not just detect the outbreak, but affords the
emergence of new propagation trees (which was not possible in the prior models) and
thus effectively capture the bursty dynamics of information flow.

A non-network approach to designing sensors: The most popular approach uses the
friendship paradox to design the sensor network, thus relying on the underlying net-
work structure. In our work, we provide efficient algorithms that leverage observed
traces of past cascades and early adopters to design social network sensors. As a result,
our approach is significantly less intrusive than current methods.

Real-time outbreak detection: Since our sensor set selection relies on past infor-
mation that has cascaded in the network, we demonstrate that the sensor set gleaned
this way is resilient to temporal changes in cascading dynamics.

Using the standard lead time analysis approaches [3], we find that, on average we
outperform the friendship paradox based method by about 42 h. We also demonstrate
that we can detect real-time viral outbreaks with a lead time of approximately 19 h
ahead of the state-of-the-art solutions to this problem.

2 Methodology

2.1 Problem Formulation

We present the problem similar to state-of-the-art in solving social network sensor
problems [3, 7, 8]. If we consider G = (V, E) as underlying social network, where V is a
set of users in the social network and E is E is a set of edges representing information
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shared among vertices V. Network G comprise of a set of k cascades,
C ¼ fC1;C2; . . .;Ckg, each occurs and fades over a period of time. Let U be the set of
all nodes that have participated in at least one cascade in C, so U�V . Also each, Ci�U.
A sensor design problem often includes a budget constraint of setting a number of users
to be grouped into a sensor group. Let b be the budget constraint.

Then, the social sensor design problem is the following problem of maximizing
lead time:

Lead-Time Maximization problem:
Given: A set of cascades C ¼ C1;C2; . . .;Ckf g, set of nodes with their corre-

sponding activation times of the cascade forest and a budget b.
Find: A set of nodes S�V such that

S ¼ argmaxStpkðCiÞ � tpkðSÞ:

where the size of S is at most b and tpk refers to peak time as defined earlier.

2.2 Sensor Design Approach

We follow a non-graph-based approach to design a sensor group. We follow two
ranking schemes for nodes in the network: (1) based on occurrence frequency,
(2) based on adoption time. Ranking nodes or users based on their occurrence fre-
quency or their participation frequency across all cascades in the network is a basic
approach to choose the sensor group. In addition to this ranking scheme, we also give
rank to a user based on their mean adoption time in all cascades they have participated.
By an adoption time tu of a user u, we mean the time taken to infect u. Or in other
words, if a user is infected by a cascade at time ti, given the origin time of a cascade is
t0, then the adoption time of a user u for a cascade c is given by tuðcÞ ¼ t0 � ti. Thus
the mean adoption time tu of a user u, who are participated in n cascades can take a
representation as

tu ¼
Pn

k¼1
tuðckÞ
n

We order users based on their occurrence frequency and mean adoption time.
A User who occurs most frequently and has the lowest mean adoption time across all
cascades has highest rank and are added to the sensor group. Based on this strategy we
choose first b nodes with highest ranks as a sensor group.

Since our algorithm follows an approximation algorithm to solve choosing mini-
mum number of users in the sensor group, it has a polynomial time complexity. Our
method sort the nodes based on the occurrence frequency and mean adoption time and
selects nodes by iterating over the ordered set. Thus it has time complexity Oðjvj2jcjÞ,
where v is the number of nodes and c is the number of cascades. The algorithm can be
further refined, but that is beyond the scope of this paper.
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2.3 Interpretation of Lead Time

Once we extract b sensor users from other users, we calculate peak times(pk) of sensor
(pkðsÞ) and the other (pkðoÞ) group of users for all cascades. The lead time I of a
selected sensor user group is calculated by (pkðsÞ � pkðoÞ) for all cascades. Thus, for a
single cascade ci, following are the possible values of the lead time IðciÞ:
• <0; if pkðsÞ[ pkðoÞ
• =0; if pkðsÞ ¼ pkðoÞ
• >0; if pkðsÞ\pkðoÞ

Since we are choosing a small number of sensor users for our proposed method, in
some cascades we get negative lead time. To check if our method is effective, we
consider average of all lead times to be the lead time of the sensor set.

2.4 Scalability

Even though, our approach follows polynomial time complexity, it is completely
parallelizable. We use the Spark framework [6] to do the distributed and parallelized
ranking schemes and absorb the lead time of the sensor group. We follow distributed
approach start right from data preprocessing step to determining lead time of the sensor
set. Figure 1 gives a flow chart for the complete distributed process of our proposed
approach. Each node in the figure is followed in a distributed fashion, whereas nodes
appearing in the same level of the chart are followed in both parallel and distributed
fashion.

3 Experiments and Results

We collected twitter archive data from Internet Archive (https://www.archive.org), a
non-profit digital library for webpages, images, books, audio recordings and videos.
The Twitter data from the Internet Archive comprises of tweets collected over the
month of June 2017. Since they used the Spritzer streaming API, the data is 1% or 2%
of complete tweets of June 2017. The data comprise of around 124 million tweets out
of which only 16.7 million tweets have hashtags, which we use to build cascades.
Figure 2 gives a timeline of tweets and tweets with hashtags over the month of July,
2017. Although the entire data from Internet Archive occupies the memory space of 45
Gigabytes, the processed data for social sensors analysis, with just hashtags (cascades),
users who posted them and their corresponding posted date and time, shrinks the data
size to 1.6 Gigabytes. Figure 3 gives the word cloud of to 1000 hashtags in the dataset.
Based on these hashtags like ‘VeronMTV2017’, ‘TeenChoice’, ‘BTS’, ‘KCAMexico’,
we believe that this data is weighted heavily on TV reality shows, music and enter-
tainment. Our data set comprises of over 250 million tweets that span over 3.8 million
cascades within total of over 1 million users.

Given the data, we rank users based on their occurrence frequency and mean
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Fig. 1. Scalable method for sensor group designing and finding lead time

Fig. 2. Tweets frequency timeline in the data
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adoption time in a distributed and parallel approach with Spark framework. From the
ranked users, we take b sensor users and compute their lead time. In Figs. 4 and 5, we
give lead times of sensor group designed by our approach with lead time of sensor
group designed by ranking users with just occurrence frequency. In Fig. 4, we set the
budget b = 1% and take top 1% users from the ranked users. Figure 4a gives the lead
time of sensor group extracted from users ranked based on occurrence frequency.
Figure 4b gives the lead time of sensor group extracted from users ranked based on our
proposed approach. From these figures, we can note that sensor group designed by just
taking 1% users by our ranking approach can forecast popularity of an event by around
20 h. Whereas, the sensor group designed just based on occurrence frequency gives
only a negligible lead time.

Fig. 3. Wordcloud of top 1000 hashtags from the Twitter data used for experiment

(a): Timeline of sensors and others by 
ranking based only on occurrence frequency

(b): Timeline of sensors and others by 
ranking based on occurrence frequency and 

mean adoption time

Fig. 4. Comparison of methods with just 1% sensor users; Our approach gets average lead time
of around 20 h
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Similarly, in Fig. 5 we set the budget b = 5% and give lead time of sensor group
designed by our approach (Fig. 5b) and compare it with sensor set designed by
occurrence frequency approach (Fig. 5a). It is notable from these figures that a sensor
group of top 5% users from our ranking scheme can predict popularity 50 h ahead of
other users. While, the occurrence frequency gives only a negligible lead time.

In Table 1, we give lead times of sensor group of budget values b = 1%, 5%, 10%
and selected based on occurrence frequency and our proposed approach. In all cases,
we can note that our proposed approach outperforms the occurrence frequency
approach. Since all process are made in a distributed fashion, getting results of multiple
budgets and comparing them with existing approach are less painstaking compared to
implementing them in a serialized versions.

4 Discussions and Future Works

The focal point of this work is in modelling information cascades as forests of diffusion
trees. In addition to simple methods for selecting social sensors in future, we plan to
add more measures like popularity of a cascade and add a weighted score for users
based on their involvement in previous cascades. Substructures of a network like
graphlets and motifs have been proven to be a major advantage in variety of

: Timeline of sensors and others by 
ranking based only on occurrence frequency

(a) (b): Timeline of sensors and others by 
ranking based on occurrence frequency and 

mean adoption time

Fig. 5. Comparison of methods with just 5% sensor users; Our approach gets average lead time
of around 50 h

Table 1. Average lead time of sensor set of budgets b = 1%, 5%, 10% based on occurrence
frequency and proposed approach

Budget b Occurrence frequency approach Proposed approach

1% 2 h 21 h
5% 0.8 h 50 h
10% −0.5 h 60 h
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applications like network classification [5] and network comparison [1]. With some
minor improvements in our ranking schemes, we plan to add fine grained network
structural properties like graphlets to improve our ranking measures. Also, we plan to
test our methods on a wide number of very large scale networks.
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Abstract. This study seeks to identify key social network attributes of network
micro-level actors and to examine how socio-economic attributes of micro-level
actors, cities, contributed to diffusion of the environmental policy, which bans
the use of single-use plastic bags in grocers in California. By incorporating
social network models, dynamic network model and small world phenomenon,
and diffusion theory, leader and laggard model, this study seeks to answer, ‘how
the environmental regulatory policy which bans the use of single-use plastic
bags in grocers in California has been diffused’.

Keywords: Diffusion theory � Leader and laggard model
Dynamic network model � Small world phenomenon � Environmental policy
Social network analysis

1 Introduction

It has been substantively documented by scholars that public policy is not being
randomly adopted, but diffused. That is, policy is diffused either geographically or
socio-economically. The objective of this study is to use social network analysis tools
to examine the micro-level, city level, diffusion of the single-use plastic bags ban
policy before the state referendum, which bans single-use plastic bags use in California.
There are two potential major contributions from this research. The first contribution
will be to further substantiate the applicability of social network analysis on micro-level
policy diffusion. That is, to document that a significant pattern of micro-level policy
diffusion can be comprehensively captured by using social network analysis. The
second, given the scarcity of empirics to justify the diffusion of policy among
micro-level actors within California, this study would further strengthen the diffusion
theory in both geographically and socio-economically homogeneous settings.

The structure of this research is as follows. First, in the immediately following
section, this research shall provide brief background information on the statewide ban
on the single-use plastic bags in California. Second, this research includes a literature
review on the key concepts utilized in this research. Third, this research shall provide
core research design, data description, network generation, and measures. In this
section, the explanation shall illustrate the research model of this study and provide a
brief account of how this research shall collect the data as well as operationalize and
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measure the key variables of the research. This research shall provide result, analysis.
In the fourth section, this research shall present the results and provide my interpre-
tations of them. Lastly, in the concluding section, this research shall discuss policy
implication of this study and shall suggest the future direction of the research.

2 Background

In 2014, California Governor Jerry Brown signed a state law which banned the usage
of single-use plastic bags and required shoppers be charged at least 10 cents for paper
bags and reusable plastic bags at grocers in California [1]. However, the plastic
industry put Proposition 67, which could have repealed the ban, on the ballot in 2016
[1]. The referendum vote showed that 52% of voters voted to affirm the statewide
policy banning the use of single-use plastic bags. California became the first state to
ban the use of single-use plastic bags in the United States in 2016 [2].

However, the 2014 statewide ban was not the first regulation to adopt a regulatory
policy on single-use plastic bags usage within California. The cities of Malibu and
Fairfax both adopted policies banning single-use plastic bag in 2008 [3]. After 3 years
of the inert activity of diffusion, the number of cities who adopted the similar regulatory
measures on single-use plastic bags increased rapidly.

3 Literature Review

By incorporating both dynamic network theory and diffusion theory, a plausible
explanation of a pattern of environmental policy diffusion can be drawn. Dynamic
network theory, small world phenomenon, and diffusion theory share a similarity each
emphasizing how attributes change over time. Using dynamic network theory allows
this study to identify a focal subgroup as time progresses and diffusion theory allows
this study to identify the socio-economic attributes of micro-level actors, cities, which
strongly influence the diffusion of the environmental policy. Small world phenomenon
emphasizes the accumulation of gradual incremental micro-level changes affecting
radical macro-level changes.

3.1 Social Network Analysis Models

Small world phenomenon and dynamic network theory theoretically allow this study to
capture the pattern and network attributes of significant subgroups. Small world phe-
nomenon describes network development as a result of gradual incremental small
changes, which cause ‘phase transitions’ in a network structure [4]. This implies that
radical macro-level structural change is a result of aggregated micro-level structural
changes [4].

Dynamic networks, as opposed to static networks, focus on changes of networks
over time. By defining the human actions as “purposive, but carried out under con-
ditions that set both opportunities for and restrictions on the achievement of these
purposes”, dynamic network emphasizes the importance of rate of change [4]. Dynamic
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network modeling is also closely related to diffusion modeling since the “rate of
diffusion of ideas across a whole network may be significantly affected by relatively
small local-level changes that have these macro-level effect[s]” [4]. Dynamic network
recognizes the cumulation of both Dynamic network pinpoints and that there is a
gradual change within a network. Cumulation of a large number of small changes can
affect significant change.

3.2 Policy Diffusion Models

The diffusion theory of the policy investigates the diffusion of an innovative policy and
significant attributes in its diffusion [5]. Within diffusion theory, the regional diffusion
model and the leader-laggard model are useful for explaining and predicting the
adoption of the single-use plastic bags ban policy.

Berry and Berry describe the regional diffusion theory as the policy diffusion being
primarily influenced by proximate governments [5]. Within the regional diffusion
model, the neighbor model and the fixed-regional model differ when interpreting the
primary influencer of the diffusion of the policy. The neighbor model specifically
emphasizes the influence of adjacent jurisdictions or states and posits that the policy
adoption is significantly influenced by bordering jurisdictions [5]. While the neighbor
model emphasizes the influence of bordering jurisdiction and boundary between them,
the fixed regional model emphasizes the homogeneousness of influence channel within
the boundary of broader jurisdictions [5]. The fixed regional model states that gov-
ernments within the same jurisdiction exhibit the characteristic of emulating each other,
because they share “the same channel of influence” [5]. However, Berry and Berry
stated that “a more realistic regional diffusion model might assume that jurisdictions are
influenced most by their neighbors but also by other jurisdictions that are nearby” and
emphasized the proximity between jurisdictions as the most influential attribute
influencing the diffusion of the policy [5]. Learning behavior between governments and
homogeneousness of socio-economic problems are shared by proximate governments
[5]. Therefore, proximity should be emphasized when explaining regional diffusion
theory [5]. In addition, flexible mobility of population between jurisdictions may
trigger governments to provide equivalent welfare and adopt policies, which are similar
to neighboring governments [5].

The leader and laggard model of the diffusion recognizes leaders and followers in
policy adoption [5]. Leaders, or pioneers, are risk-takers who are willing to test an
untested policy and followers are those who are risk averse and adopt the policy after
evaluating the success of once-untested policy from leaders [5]. The leader-laggard
model assumes that if the government is socio-economically developed, the govern-
ment is willing to take the risk and become a pioneer in adopting an untested policy [5].

4 Core Research Design

Based on the theory review and literature review on social network analysis and policy
diffusion model, this research proposes the following research question:

410 S. Kim



Does the degree of policy implementation influence the diffusion of the single-use
plastic bags ban policy?

This study examines the diffusion of the single-use plastic bags ban policy using a
hypothesis for social network analysis and a diffusion model.

Hypothesis for social network analysis would be:
H1: There would be one distinct subgroup with certain degree of policy imple-

mentation influencing the diffusion of the environmental policy significantly.
H0: There would not be one distinct subgroup with certain degree of policy

implementation influencing the diffusion of the environmental policy significantly.

5 Data Description

5.1 Data Collection

For the social network analysis to gather necessary information in regard to participating
cities and degree of the single-use plastic bags ban policy implementation, this study
shall construct a dataset which summarizes participating cities, policy implementing
years, and degree of the single-use plastic bags ban policy implementation. Among the
indices that are available online and relevant to this research, a dataset from Californians
Against Waste summarizes information required for conducting this research. Using this
dataset, this study shall create social network visualization, which efficiently represent
the pattern of policy diffusion and shall run network analysis, which provides significant
results to identify focal subgroup within the network. Therefore, the data collected and
subject to analysis in this stage is quantitative in nature.

As a result of data collection, the data set includes 110 cities who adopted a
single-use plastic bags ban policy in years 2008, 2011, 2012, 2013, 2014, 2015, 2016,
and 2018. In addition, the degree of policy implementation was categorized into three
categories: (1) a complete ban on the single-use plastic bags; (2) a 10 cents charge per
reusable plastic or paper bag; and (3) a 25 cents charge per reusable plastic and paper bag.

5.2 Operationalization of Data

The key explanatory variable in the social network analysis is degree of implemen-
tation and participating year. Due to crisp categorization of both degree of imple-
mentation and participating year, using the original indices from Californian Against
Waste would suffice for the operationalization of the dataset.

6 Network Generation

In order to comprehensively capture the significant patterns and attributes of networks,
this study constructs a network composed of three subgroups, which are fully con-
nected and undirected with cities as nodes and degree of policy implementation as
links. The constructed network shall be composed of three subgroups:
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1. A subgroup of cities with complete plastic bags ban,
2. A subgroup of cities with 10 cents charge for paper and reusable bags,
3. A subgroup of cities with 25 cents charge for paper and reusable bags.

To capture the pattern and the progress of policy diffusion, dynamic network model
and small world phenomenon are utilized. As the analysis of the network of envi-
ronmental regulatory policy diffusion should focus on both years of policy adoption
and degree of policy implementation, dynamic network model and small world phe-
nomenon shall be applied.

As a dynamic network model, this study presents:

1. A network of participating cities in 2008.
2. A network of participating cities in 2011.
3. A network of participating cities in 2012.
4. A network of participating cities in 2013.
5. A network of participating cities in 2014.
6. A network of participating cities in 2015.
7. A network of participating cities in 2016.
8. A network of participating cities in 2018.

Networks from 2009 and 2010 are omitted due to the absence of participating cities
and the network of 2017 is not considered since state referendum was held and other
cities in California were waiting for referendum result.

7 Measures

In order to draw a feasible conclusion of analysis, eigenvector centrality and density of
each subgroup shall be calculated. The eigenvector centrality provides useful infor-
mation on important subgroups within the “global” or “overall” structure of the net-
work [6]. Measured eigenvector centrality would allow this study to further identify the
focal subgroup, which can also be translated into important policy degree in the per-
spective of the single-use plastic bags ban policy in California cities. Density is another
significant measure, which allows this study to capture the overall network compre-
hensively. Density measures the proportion of all possible links and allows this study to
capture the speed of diffusion within the network among nodes [6]. By utilizing
eigenvector centrality, which measures the network from a micro-level perspective and
density, which measures the network from a macro-level perspective, this study can
provide comprehensive analysis of the network.

8 Result

The diffusion of the policy that bans the single-use plastic bags was analyzed from
three attributes of the social network analysis, which are size of the network and
subgroups, eigenvector centrality of subgroups, and density of the network.
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8.1 Size of the Network: Number of Participating Cities

The policy banning single-use plastic bags was first introduced in 2008 as Malibu and
Fairfax first adopted the policy. This environmental regulatory policy was not intro-
duced or adopted by other cities until 2011. In 2011, three neighboring cities of
Malibu: Long Beach, Calabasas, and Santa Monica, adopted the policy. It has shown
that the policy was inertly adopted until 2011. It was from 2012 until 2016 when
neighboring cities have been beginning to adopt the similar environmental regulatory
measure on single-use plastic bags as numbers of participating cities increased by 14,
28, 26, and 15 cities respectively.

It was shown that degree of policy implementation of 10 cents charge per
reusable/plastic bags increased the most in a perspective of size, the number of par-
ticipating cities increased by 9, 6, 23, 19, and 10 from the years 2012 to 2016
respectively (Figs. 1 and 2).

8.2 Diffusion Patterns of the Policy Among Cities

2008 and 2011. Adoption of single-use plastic bags ban policy was first introduced by
two cities in California, Malibu and Fairfax, in 2008. After three years of inert diffusion
activity, three more cities adopted similar environmental regulatory measures in 2011.
However, unlike the two cities who adopted the policy in 2008 and did not offer an
alternative to the use of single-use plastic bags, the three cities who participated
single-use plastic bags regulation in 2011 included a 10 cents charge per paper/reusable
plastic bag.

Fig. 1. As time progressed, the number of participating cities increased, however the number of
participating cities with 10 cents charge per paper/reusable bags increased more rapidly than
other measures of policy implementation.
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2012–2018. From 2012 to 2018, the policy banning single-use plastic bags was
actively diffused and the number of participating cities increased an average of 17 cities
per year. Diffusion of adoption of the single-use plastic bags ban policy was most
active in 2014 and 2015 by 28 and 26 cities participating respectively.
Most notable diffusion phenomena in this case is the dramatic increase in a number of
participating cities of 10 cents charge per paper/reusable plastic bags. The number of
cities adopting a 10 cents charge per paper/reusable plastic bags in 2014 and 2015 were
23 and 19 respectively while only two cities adopted a total ban on single-use plastic
bags from 2014 to 2015. During 2014 and 2015, 1 and 5 cities respectively adopted a
25 cents charge per paper/reusable plastic bags.

Overall Diffusion. Based on social network analysis visual representation and sum-
mary statistics of participating cities, a 10 cents charge per paper/reusable plastic bag
was the most actively diffused from 2014 to 2016.

8.3 Density

As the number of participating cities increased, density of the network increased as
well. One noticeable change of overall density is that density changed as proportional
to the change of size of the network. The structure of the network, which is composed
of three fully linked subgroups, contributed to the proportional changes of density.
However, since the three fully connected subgroups are not connected to each other,
density cannot be measured as one, which refers to a fully connected network.

Fig. 3. With higher eigenvector centrality, which reflects the significance of each subgroup from
a social network perspective, than other policy implementation, 10 cents charge per
paper/reusable plastic bag is the most significant policy degree of implementation in the
single-use plastic bags ban policy diffusion.
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8.4 Eigenvector Centrality

Another important measurement of social network analysis is eigenvector centrality. In
this study, eigenvector centrality was employed to identify important subgroups in a
perspective of the diffusion of the policy.

Using eigenvector centrality analysis, it was calculated that except in 2008 when 10
cents charge per paper/reusable plastic bags was not introduced and in 2013 when
number of cities who adopted 10 cents charge per paper/reusable plastic bags was
outnumbered by cities who adopted 25 cents charge per paper/reusable plastic bags, a
subgroup of 10 cents charge per paper/reusable plastic bags demonstrated the highest
eigenvector centrality result. From the calculated eigenvector centrality measure, it can
be concluded that a 10 cents charge per paper/reusable plastic bag policy was the most
important policy degree of implementation in the perspective of single-use plastic bags
ban policy diffusion. It is also inferred that the number of participating cities is posi-
tively correlated with eigenvector centrality of a subgroup (Fig. 3).

9 Analysis

Based on outcomes of social network analysis visual representation and eigenvector
centrality analysis, it can be inferred that the 10 cents charge per paper/reusable plastic
bag was the most favorable policy and the most important degree of policy imple-
mentation in the perspective of single-use plastic bag ban policy diffusion. It is also
worth noting that the number of cities, who participate in the adoption of policy,
influences the eigenvector centrality results and, therefore, is affecting the subgroup of
being the focal subgroup. The inference could be supported by higher eigenvector
centrality measure of a subgroup with 25 cents charge per paper/reusable plastic bags
than that of a subgroup with 10 cents charge per paper/reusable plastic bag in 2013. In
2013, the number of cities who charged 25 cents per paper/reusable plastic bags
outnumbered those who charged 10 cents per paper/reusable plastic bags.

It is also noticeable that the number of cities who participated in the adoption of the
policy increased rapidly since 2013. Considering that initiating cities adopted the
policy in 2008 and it took 5 years for the policy adoption to be diffused rapidly, it is
congruent with the leader and laggard theory, which states risk-aversive actors observe
the performance of risk-taking leading actors and imitate or adopt similar policy of
leading actors. Even though the leader and laggard theory does not suggest the time
span which is required for the diffusion of the policy, this study is useful to the degree
that it tests and strengthens the theory by identifying leading actors and following
actors and by providing congruent case to support the theory.

Through this study, general models of leader and laggard model and regional
diffusion model of diffusion theory were tested and provided congruent social network
analysis results, which empirically support the main argument of the theory. From
diffusion model of policy perspective, the regional diffusion model provides compre-
hensive explanation on how geographic and socio-economic attributes of cities in
California contributed to the diffusion of the single-use plastic bags ban policy in
California. Malibu was the first city in southern California who adopted the plastic bag
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ban policy. The policy was diffused and adopted by neighboring, Santa Monica,
Calabasas, Long Beach, and Manhattan Beach by following years and diffused to
neighboring cities of following cities [3]. This policy diffusion in southern California is
congruent with the regional diffusion model which states that governments tend to
emulate the policy which was adopted by a proximate government.

The leader and laggard model is also useful to explain the policy diffusion in
California. Those cities who initiated the policy adoption exhibit higher median
household income than that of California as a whole and have a higher percentage of
their population with Bachelor’s degree or higher level of education than the average
percentage of California residents [7, 8]. The leader and laggard model posits that
wealthier and more educated cities are more likely to adopt an untested policy than
those who are poorer and less educated [5]. As cities with higher median income and
higher education level adopted an untested policy in the early stages, the diffusion of
the single-use plastic bags ban policy in California explicates the leader and laggard
model of policy diffusion.

10 Policy Implication

By analyzing the pattern of network development as time progresses, this study pro-
vided both quantitative and visual representation on the diffusion of the single-use
plastic bags ban policy. To some degree, this study illuminates the capability of the
social network analysis on related policy analysis in terms of contextual and geo-
graphical attributes. Not only environmental regulatory policy which involves both
costs and benefits, but also broader field of policy area can be analyzed by utilizing the
same analytical methodology.

This study also suggests that the same analytical methodology, the social network
analysis, can be employed to analyze a policy diffusion of broader geographic reach.
This study limited its geographical boundaries only into cities of California, due to its
topic and availability of empirics. However, inter-states diffusion and even
inter-countries diffusion can be analyzed and tested by using social network analysis. In
this regard, the same approach and the same methodology can be applied to review and
test the diffusion of either environmental or fiscal, such as tax, policies in Europe or in
west coast states in the United States.

The findings of the social network analysis to portray the pattern of network
development and to identify the key attributes of the network, however rough it is, are
reflective of there being a need to conduct panel data regression. Furthermore, the
findings of the social network analysis suggest that panel data regression would further
enrich the diffusion theory by providing persuasive argument on the influence of
socio-economic factors on the diffusion of the ban on single-use plastic bags policy. In
order to enrich the diffusion theory model, it would be desirable to elaborate the model
by conducting panel date regression with socio-economic attributes of each city in each
applicable year.
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11 Conclusion

This study is designed to incorporate the social network analysis to examine the dif-
fusion of single-use plastic bags ban policy in micro-level actors, cities, in California
before the state referendum.

In this study, brief background of information on the statewide ban on single-use
plastic bags policy and brief description of theoretical literature review on key concepts
were discussed. By utilizing, operationalizing, and calibrating data available online,
this study conducted social network analysis in order to identify and measure key social
network attributes which allow the diffusion of the policy to be comprehensive cap-
tured. Through the conducted social network analysis, it was identified that 10 cents per
paper/reusable plastic bags was the most favorable and important degree of policy
implementation during the diffusion of the policy which bans the use of single-use
plastic bags and identified the correlation between the number of agents within sub-
groups and eigenvector centrality when the network consists of fully connected inde-
pendent subgroups. This study also suggests the further capability and applicability of
social network analysis, which can be incorporated when analyzing broader contextual
and geographical policy topics.

It would be this study’s tasks to further strengthen both theoretical and empirical
argument by exploring and testing other possible socio-economic factors. By doing so,
a thick description with good narrative which comprehensively explaining the mech-
anism of contribution of socio-economic attributes on the diffusion of the environ-
mental policy can be derived. If socio-economic attributes influencing the diffusion of
the environmental policy can be identified, this study will serve its purpose.
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Abstract. Sharing content is one of the important ways of information diffu-
sion in online UGC (User-Generated Content), communities. Most of previous
research on the sharing behavior focused on predicting the sharing behavior by
the inherent characteristics of the posts. This study addressed the important role
of social networking characteristics, including network structure and informa-
tion density, on users’ sharing behavior. Based on a social network from a large
UGC platform in China, this study analyzed the panel data of 10,000 users of
their daily activities. The results showed that network density and redundancy
jointly influenced users’ sharing behavior. This study contributes to social
network theory by providing new empirical evidence on user-generated content
diffusion in UGC community. In particular, it explained how network density
moderating the effect of users on UGC diffusion. This study also had important
management implications for platform managers to design effective product
strategies to increase UGC diffusion.

Keywords: Sharing behavior � UGC community � Social network
UGC diffusion

1 Introduction

In recent years, the rapid development of the online UGC (User-Generated-Content)
community has led many researchers to focus on the users’ behavior in UGC com-
munities [1, 2]. Users in UGC communities can generate their own content, and share
or comment on others’ content [2–4]. With the proliferation of online UGC community
and online BBS, user-generated content (UGC) has become one of the most energetic
forms of media on the Internet [2]. Therefore, the sharing behavior of users is an
important way to diffuse content of UGC community.

Sharing content simply means retweeting or reposting others’ posts. Many previous
research on the sharing behavior in UGC communities focused on predicting the
sharing behavior [5], and the prediction was based on the inherent characteristics of the
post. By classifying frameworks based on different features related to posts or authors,
those works can predict whether a post will be shared by any users, and identify the
factors that are strongly associated with sharing [6, 7].
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In this paper, we analyze the sharing behavior through the perspective of social
network. We assumed that in a dense network where every user is connected to each
other, one may be exposed to the same piece of information for multiple times,
especially those popular posts that currently prevail within the community. Since
network structure and information density are the most important index of social
network, we will explore the impact of network density and information redundancy on
user sharing behavior in this study.

The main objective of this research is to study the sharing behavior on a UGC
social network platform. We particularly explore the following questions:

1. Dose the information density affect sharing behavior?
2. Does the network structure affect sharing behavior?

To answer these questions, we collect a weekly data of sharing behavior by a
random sample of 10,000 users over six weeks from a social network platform. We
supplement our analysis with a survey of 2,622 active users in the social network. We
will investigate from three perspectives:

First, we will explore the value of sharing behavior. Previous studies mostly
focused on content generation behavior. However, our preliminary study found that
most users are not willing to generate content. They share content more often, and such
behavior can also provide a huge amount of traffic to the site.

Second, we will analyze the impact of network density on sharing behavior. When
the user is in a dense network, will not be more willing to post.

Finally, by studying the impact of information redundancy on user-sharing
behavior, we explore the significance of website hot posts.

2 Literature Review and Hypothesis

2.1 Sharing Behavior in UGC

The information diffusion is a topic that attracts more and more attention in many
fields, including the sharing behavior in UGC community [6, 8, 9]. Most studies have
focused on forecasting sharing behavior [5], and the prediction is based on the intrinsic
characteristics of the article. By categorizing the frameworks based on the different
characteristics associated with the article or the author, these studies could predict
whether a post will be shared by any user and identify factors that are closely related to
the sharing [6, 10]. Harrigan et al. [10] found that community structures, particularly
reciprocal ties and certain triadic structures, substantially increased sharing behavior.
Suh et al. [6] found that content features, URLs and hashtags have strong relationships
with retweetability. Part of the researches also focused on the analysis of the sharing
behavior, and began to analyze the motivations of sharing from the perspective of
psychology [11, 12]. Starbird and Palen [11] examined the use of the retweet mech-
anism on Twitter, using empirical evidence of information propagation to reveal
aspects of work that the crowd conducts. Lee et al. [12] found retweeting were pre-
dicted to occur when an individual was motivated for prosocial motivations.
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2.2 Social Networks

Social network theory reveals the phenomenon of association in society (related nodes
can be people, things, events, businesses, groups, cities and even countries), and pro-
vides a method of analyzing relational data (not attribute data) Social science concerns
[13, 14]. In the field of management science, the fruits of extensive use of social
networks to study organizational behavior are published in top journals such as the
Academy of Management Journal. They studied the impact of social network variables
such as joint, centrality, structural holes and network density on outcome variables such
as individual performance, team performance, research and innovation [15–18].

In recent years, some scholars have gradually started their research in combination
with social networks. Most scholars regard social networks as research content and
analytical methods to study various relationships in marketing. For example, Iacobucci
and Hopkins proposed the use of social network analysis to analyze two-way rela-
tionships and social networks in marketing [19]; Rindfleisch and Moorman studied the
problem of access to and use of information in new product alliances from the per-
spective of coordination [20]; Antia and Frazier used centrality and network density as
the reason for contract implementation among inter-company channel relationships
[21]; Janssen and Jager used social network structure and small-world theory to study
the dynamics of the market and so on [22].

It was not until 2010 that some scholars applied social networks to online com-
munity research. For example, Kozinets et al. studied the process of network com-
munication among consumers, and then proposed that the essence of group
word-of-mouth marketing is the systematic change of marketing information and
connotation in its embedded social network [23].

Network Density. Network density describes the overall situation of the interaction
between all members of the self-center network, belonging to the concept of organi-
zational level, rather than individual level. As shown in Fig. 1, the graph on the left has
a network density (0.8) greater than the density on the right (0.3) because there is more
association between users in the left structure. Users interaction can affect [24] network
density (the more interactions, the greater the density). Research shows that the sim-
ilarity of personal information drives a sense of empathy among users and thus res-
onates [25, 26]. It can be inferred that similarities or commonalities (i.e., commonalities
of communities) of online UGC community users in terms of values, hobbies, etc., will
also narrow the distance between network members and increase the network density.
Among them, if the overall quality of the online interaction of the UGC community is
good, the online UGC community atmosphere and community commonality presents a
greater opportunity to present the network thus strengthening the network density.
Therefore, online interactive quality may serve as a regulatory variable.

It is worth mentioning that the network density in the network structure, which is
used to measure the degree to which users and friends communicate with each other,
may have some impact on user sharing behavior. For example, the network density
may potentially cause information redundancy, that is, in dense networks where users
are closely connected to each other, the same user may publish or share the same
information multiple times, especially those that are prevalent in the community [27].
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Sohn finds a moderating role of network density on the relationship between
valence of information and transmission of that information [28]. More specifically,
participants in the study are more likely to transmit positive information only in a
sparse network, as they perceive the information to be more valuable. In the process of
idea generation, Stephen et al. [27] find that local network with low density is more
valuable because people in such a network can generate more different ideas than in
another with high density where they see similar information airing in the network and
their creativity is impaired. Sun et al. (2016) document a decreasing tendency to adopt
new products if it is popular among friends. Given the various social network factors
that affect diffusion, it is attractive to develop rationalized seeding strategies and start a
viral marketing campaign from a specific type of consumers.

Information Redundancy. Our conceptual model examines the association between
the popularity of content and users sharing behavior. We use an observed metric, the
popularity of contents, as a summary statistic of all motives. Besides, we investigate the
moderating role of network density on the differential responsiveness and detect a
condition information redundancy, namely the reaction when users are situated in a
dense network and facing popular contents. In this regard, we extend the seminal idea
in Stephen et al. (2016) that uses network density to measure information redundancy,
and use it to understand the pattern of users in content diffusion.

Users sharing in any UGC platform is a key element to make the content viral and
improve the activeness of the platform. Many factors may affect users sharing intention
in the UGC platform. A UGC user is more likely to share interesting stories [30], useful
information [29, 31, 32], posters by famous people [3, 33, 34], or because the user has
many followers [10, 29, 35]. From the perspective of platform’s manager, however,
most of the motives documented in the literature are difficult to measure or manipulate.
We study a readily available and easy-to-implement metric, the popularity of the posts,
which is usually a flag attached to the post indicating its popularity [36]. Exposure to
popular posts may affect users sharing intention.

Based on the researches and suggests above, we assumed that:

H1: Users share more contents when they are exposed to more popular posts.

Information redundancy occurs when users are in a dense network and face popular
content. In this case, his friends relate to each other, and most popular posts shared by a
friend are likely to be shared by other friends. Note that in a sparse network, the less

Fig. 1. Network density

422 X. Chen et al.



contact between friends, even the hot posts shared by friends will not produce the
problem of information redundancy. In general, users will not be exposed multiple
times in the same article. Hence, we propose the following hypothesis:

H2: In a dense network, users are more responsive when exposed to popular posts.

In a dense network, users have more opportunity to interact with their friends. And
sharing some contents, especially the widely viewed or shared post, will create com-
mon topics and enhance their emotion.

3 Method

3.1 Participants

We collect our data from an online UGC platform in China, Qiushi-Baike (QB here-
after). Established in 2005, QB has attracted over 20 million registered users who
together have accumulated more than 100 million posts. Users on QB disclose their
own funny or embarrassing stories or repost stories by others. Like Facebook, users
have friends network on QB, and they can only see posts from their friends. We track a
random sample of 2,622 users in the final dataset. We keep users that were active in
both of the two periods: (1) three-month period from April 26, 2016, to July 26, 2016,
and (2) six weeks from July 26, 2016, to September 5, 2016.

3.2 Measures

Summary statistics of all measures, listed below, are presented in Table 1.

Sharing and Posts Seen: We calculate the (flow) number of shares and (flow) number
of posts in the circle of friends for each user in each week.

Table 1. Descriptive statistics & Pearson correlations

1 2 3 4 5 6

1 Sharing -
2 Posts seen 0.14 -
3 Hot (percentage of hot post seen) 0.01 0.00 -
4 Density (clustering coefficient) 0.03 −0.05 −0.04 -
5 Age 0.10 0.07 −0.05 0.03 -
6 Tenure −0.01 0.04 −0.01 −0.04 0.07 -

Mean 0.30 229.45 0.28 0.50 28.97 2.08
Standard dev. 6.42 1006.78 0.30 0.50 15.83 1.04
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Density: Network density measures the degree of contact between a focused user’s
friends. We use clustering coefficients to measure the density of the network. The
clustering factor for a focused user is the ratio of the actual connection between his
friends and the possible connection between his friends. When the clustering coefficient
is close to 1, we call it a dense network; when the clustering coefficient is close to 0, we
call it a sparse network.

Age and Tenure: We have captured the users’ age and tenure data. In the sample, the
average user age was 29 years, with a standard deviation of 16 years. Tenure is defined
as the year since registration, and users have been registered for an average of more
than two years.

4 Results

After a two-step of data collection, we analyzed the data initially by SPSS v.22, and got
some preliminary results. We examine the sharing behavior of users primarily using
field data from QB. Table 2 reports the main results. Column 1 estimates the model on
all users without controlling for network density. Column 2 estimates the users in a
sparse network, with clustering coefficient smaller than the median; Column 3 esti-
mates for users in a dense network, with clustering coefficient above the median.
Column 4 uses the dummy for clustering coefficient above the median, and column 5
uses the actual value of clustering coefficient, as a measure of network density. From
the value of Pseudo-R2, our model fits the data well and explains 85% to 90% of the
variation of the sharing behavior.

Overall, we find that more posts seen from friends promote users share more
contents. 1% increase in the number of posts seen lead to an increase of sharing by 10%
(column 3, p = 0.45) to 16% (column 2, p = 0.05). This is strictly less than one, as the
marginal propensity to share is decreasing in the number of posts seen. The results
supported our hypotheses above.

Table 2. Preliminary results

Median-split Density metrics
Below Above Dummy Raw

Posts seen 0.11 0.16** 0.10 0.12 0.12
Hot post 0.08** 0.09*** 0.06 0.08*** 0.09
Hot*density −0.04 0.04
Pseudo-R2 0.88 0.84 0.90 0.88 0.88

Notes. Standard errors are clustered at the level of users.
***, **, * indicate a significance level of .01, .05, and .10,
respectively.
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Effect of Hot Contents. We assumed that these hot posts have a positive effect on
sharing behavior, and users share more contents when they were exposed to more
popular posts (H1). This hypothesis is supported. We found that 1 SD increase in the
hot posts (0.3, see in Table 1) increases the sharing by 8% (p = 0.02, see in Table 2).
Such an increase may come from the fact that contents with better quality promote
more sharing. Namely, users share more posts when facing more popular contents. The
labels for popularity works effectively in triggering sharing.

Effects of Network Density. Although insignificant, our analysis above hints that
users may be more responsive than nonpopular contents (0.27, p < 0.001). We thus
examine users sharing behavior under information redundancy, i.e., when they are
situated in a dense network facing popular contents. When located in a sparse network,
where there are very few connections between friends, users are more likely to share
when seeing popular contents. One standard deviation increase in the proportion of
popular posts leads to an increase of 9% (p < 0.01) in sharing. However, the opposite is
true in dense networks. Most of users prefer to share.

5 Conclusions

Our preliminary study explores the impact of network density and redundancy of
information to the user’s sharing intention. We found that redundant information will
make users more willing to share some content. When users seeing more popular posts
in a well-connected network, will be better informed about the aggregate behavior of
their peers, and their interest to conform will be triggered, leading to increased prob-
ability of sharing. Users can use this to get in touch with other friends in order to have
more common topics. This enhances user interaction. In the meantime, we explored the
impact of network density on users’ willingness to share. We found that while hot posts
have a positive effect on users, the intensity of the network can have a stronger impact
on this role. That is, the denser the network, the more willing the users are to share
content.

As a preliminary analysis of the panel data, we obtained the above suggestions. But
the data is much more than that, and they may allow us to get even more surprising
results. Use more complex models or ways to research them and give them value.
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Abstract. This research aims to examine the objectives in social media usage
and social media usage behavior of Thai military officers. Data was gathered
from 95 commissioned officers and 190 non-commissioned officers who are
working at 21st Military Circle, by using questionnaire. Percentage, Mean,
standard deviation and T-Test were applied for data analysis. The findings
showed that most of the respondents access social media at home. The social
media mostly used were Facebook, YouTube, Line, and Instagram. The fre-
quency of usage social media’s day were 3–4 days/week, while working
between 08.01 A.M.–11.00 A.M., and spending more than 3 h a day was the
most usage time. The devices which they used to access the social media were
smartphones, PC/Notebook, tablets, and Ipad. Their main purpose of social
media usage were for knowledge and self improvement. The comparison of
social media usage between commissioned officers and non-commissioned
officers was not statistically significant different at .05.

Keywords: Internet addiction � Social media usage
Online media usage behavior

1 Introduction

With the development of computer and communication technology, the new innovation
as an internet was emerged a large, which useful knowledge source. Internet is not only
in forms of text but also sound, image, news, movie and as information sources include
an entertainment. At the present time, it plays an important role in education, routine
life, working of people in all over the world. In December 2017, the reports of United
Nation [1] revealed that there were 7,550,262,000 people, among these people,
4,050,247,583 people were the internet users. While Asian people were 4,504,428,000
people or 55% of the world’s population, 2,023,630,194 people or 48.7% were the
internet users [2]. Furthermore, there were 66,188,503 people in Thailand and
57,000,000 of them were the internet users [3]. Mobile phone or smartphone was a tool
to access internet. The new digital in 2017 global overview report from We Are Social
and Hootsuite [4] revealing that more than half of the world’s population now uses the
internet and more than half the world now uses a smartphone. Furthermore, they were
using mobile phone or smart phone as a tool to access the new media.
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The new emerging media which play the crucial role today and influence a society
to change rapidly are the important communication channel, a part of communication
process, news media, news notification, opinion exchange, and presentation is social
media. Combined with a computer technology advancement and internet network, the
social network has emerged as a new innovation. Consequently, a person can utilize a
social network via Social Networking Sites (SNSs). SNSs are virtual communities
where users can create individual public profiles, interact with real-life friends, and
meet other people based on shared interests [5]. SNSs enables multiple responses in
social media, creates an interaction between people via internet by communications and
reactions, etc. Types of social media in social networking sites are i.e. web blog,
data/knowledge (i.e. Wikipedia, Google Earth), online games, community (such as
Facebook), photo management (such as Instagram, Pinterest), media (such as You-
Tube), business/commerce (such as Amazon, eBay, Lazada). Consumption behavior in
media of 67 million [6] of Thai people have been changed by the expanded growth of
internet and 4G communication network from mainly consuming television and radio
media to increasingly consuming other media via other devices. Owing to one of an
important aspect of online social media, people can use it anytime and anywhere
resulting in news perception or in real time [7] and it can be important channels for
performing in-depth news broadcasting. People can use it to communicate with each
other without a medium, the mass media. Contents in the online social media consist of
knowledge, consciousness and social opinions or sharing of happiness and entertain-
ments, thus, supporting the media to be more widely acknowledged and have a clear
tendency such online society or social media will be the people’s mainstreamed media
in the future having a great influence toward ideas, attitudes and way of life. Therefore,
this study, an online social media addictive behavior attached to 21st Military Circle,
should be conducted.

2 Literature Reviewed

Social media is forms of electronic communication (Social Networking Sites (SNSs)
such as websites for social networking and microblogging) through which users create
online communities to share information, ideas, personal messages, and other content
(such as videos) [8]. The social media is not always an online distraction or procras-
tination platform. While some may be addicted to their social media networks, it is one
of the best ways to stay informed. Major news outlets, corporations and persons of
interest use social media to deliver messages to the masses. With items posting
immediately, the public stays informed. Some issues cause controversy, but social
media does more good than harm in retrospect. [9] and Social Networking Sites (SNSs)
as web-based services.

SNSs are virtual communities where users can create individual public profiles,
interact with real-life friends, and meet other people based on shared interests [10].
However, on the other hand it has also affected the society in the negative way. The
addictive part of the social media is very bad and can disturb personal lives as well.
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A lot of people are the most affected by the addiction of the social media. They get
involved very extensively and are eventually cut off from the society. It can also waste
individual time that could have been utilized by productive tasks and activities. These is
some of the advantages and disadvantages of social media. However, these is the enough
advantages and disadvantages to decide which way to go on the social media. As for
popularity of using social networking sites in the report of Top 15 Most Popular Social
Networking Sites and Apps in February 2018 consist of Facebook, YouTube, Instagram,
Twitter, Reddit, Pinterest, Vine (In January 2017, The Vine became the Vine Camera),
Ask.fm. Tumblr, Flickr, Google+, LinkedIn, VK, Classmates, Meetup [11].

A survey concerning internet user’s behavior in Thailand has been conducted
through several websites and online social media from middle of June to end of July,
2017. Subsequently, 25,101 have answered the survey questionnaire and it showed that
in regard to internet users, they spent their times with internet in holidays averagely
more than working day/school day in minor level: 6 h and 48 min per day for holidays
and 6 h and 30 min for working day/school day, if compared, they were higher than
2015: 6 h 24 h per day. Places for using internet were mostly residences (85.6%),
offices (52.4%) and using internet while traveling i.e. on a train, at bus-stop, etc.
(24.1%) in opposition to the third rank in 2016: educational institutes. Activities in
internet usage according to a 5-year survey showed that the top 5 ranks of activities
were i.e. receiving-sending email, data search, social media, reading e-book and
watching online TV/listening to music; however, they have been shifted from time to
time. Nevertheless, with respect to the types of current Thai social media, it was found
that Youtube was in the 1st rank (97.1%), 2nd one was Facebook (96.6%) and Line
was come as 3rd rank (95.8%); nevertheless, the rankings have been changed. Usages
of social media whether Line, Facebook, Instagram and Youtube, etc. were for com-
municating, watching online movies, lives and calling via application (86.9%), sec-
ondarily, data search via internet (86.5), receiving-sending email (70.5%), watching
online TV/listening to online music (60.7%) and buying goods/services via online
(50.8), respectively. Difficulties in internet usages that users encountered in activities
were i.e. annoying advertisements in great numbers in activities such as listening to
music, watching clip video or watching recorded dramas, etc. (66.6%), secondarily a
delayed connection/slow internet speed (63.1%), difficulties in connecting to the
internet/frequent disconnection (43.7%), facing problems when using internet for
activities but being unaware which personnel can provide assistance (39.6%) and
annoying junk e-mail (34.2%), respectively [12]. SNS use is also driven by a number of
other motivations. From a uses and gratifications perspective, these include information
seeking (i.e., searching for specific information using SNS), identity formation (i.e., as
a means of presenting oneself online, often more favorably than offline) and enter-
tainment (i.e., for the purpose of experiencing fun and pleasure) In addition to this,
there are the motivations such as voyeurism and cyberstalking that could have
potentially detrimental impacts on individuals’ health and wellbeing as well as their
relationships [13].
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3 Methodology

This survey research is a case study of Thai military officers in 21st Military Circle,
Thailand. The research aims to examine objectives in online media usage and online
media usage behavior of Thai military officers. Data was gathered by using ques-
tionnaire from 95 commissioned officers and 190 non-commissioned officers in 21st
Military Circle, Thailand. The questionnaire utilized in the study consisted of checklist,
Likert scales and comprised four main parts. The first part of questionnaire included the
questions of demographic concerning gender, age, education, rank, and income. The
second part included the respondents’ social media usage behavior, such as the
objectives in online social media usage, types of social media, content of social media,
and the access sources. The third part concerned with the problems in social media
addiction. And the recommendation of the respondents is the last part. Data collection
was done by Multi-Stage Sampling. The duration of the study was from November 1,
2017 to Dec 1, 2017. Percentage, Mean, standard deviation and T-Test were applied for
data analysis. The descriptive statistics was used to assess online social media addictive
behavior. It is shown as below:

4 Results and Conclusion

Table 1. Profile of the Thai military officers in 21st Military Circle

Description n (person) Percentage

1. Age
Below 20 years 23 8.07
20–25 105 36.84
26–30 38 13.33
31–35 32 11.23
36–40 15 5.26
41–45 14 4.91
46–50 36 12.63
Over 56 years 22 7.72
Total 285 100
2. Marital status
Single 156 54.74
Divorced/widowed 24 8.42
Married and cohabited 101 35.44
Married-separated 4 1.4
Total 285 100

(continued)
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4.1 Profile of the Respondents

All respondents were male (85.26%) and female (14.74%). Most of them were single
(54.74%), 20–25 years old (36.84%), Bachelor’s degree graduated (45.26%), work
experience 1–10 year (48.07%) and their rank were Lance Corporal (25.96%). They
have a monthly income of 15,000–35,000 Thai baht (Table 1).

Table 1. (continued)

Description n (person) Percentage

3. Education degree
Below upper-secondary education 20 7.02
Upper-secondary education 98 34.39
Below Bachelor’s degree 35 12.28
Bachelor’s degree 129 45.26
Master’s degree 3 1.05
Doctor’s degree 0 0
Total 285 100
4. Current position(s)
Command 65 22.81
Directorate 101 35.44
Conscription 40 14.04
Reserved officers’ training 20 7.02
Musical band 7 2.46
Military police 45 15.79
Detention 7 2.46
Total 285 100
5. Experience
Below 1 year 61 21.4
1–10 year(s) 137 48.07
11–20 years 39 13.68
21–30 years 22 7.72
Over 31 years 26 9.12
Total 285 100
6. Income(s)/month
Below 15,000 Baht 130 45.61
15,000–35,000 Baht 135 47.37
35,001–50,000 Baht 15 5.26
50,001–65,000 Baht 3 1.05
Over 65,000 Baht 2 0.7
Total 285 100
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Table 2. Experience of respondents on social media usage

Type(s) of social media usage n (person) Percentage

1. Experience in online social media usage
Used to 259 90.9
Not used to 26 9.1
Total 285 100.0
2. Current experience in online social media usage
Below 1 year 27 9.47
1–2 year(s) 34 11.93
3–4 years 42 14.74
5–6 years 56 19.65
Over 6 years 100 35.09
Total 259 100.00
3. Frequent usage time(s)
Morning (04.01–08.00 h) 48 18.53
Late in the morning (08.01–11.00 h) 54 20.85
Noon (11.01–13.00 h) 30 11.58
Afternoon (13.01–16.00 h) 10 3.86
Evening (16.01–19.00 h) 47 18.15
Night time (19.01–21.00 h) 42 16.22
Late at night time (21.01–24.00 h) 27 10.42
After midnight (00.01–04.00 h) 1 0.39
Total 259 100.00
4. Usage duration(s) of online social media
Over 3 h 95 36.7
2.30–3 h 18 6.9
2 h–2.30 h 2 0.8
1.30 h–2 h 27 10.4
1 h–1.30 h 24 9.3
30 min–1 h 65 25.1
Below 30 min 28 10.8
Totals 259 100.0
5. Place(s) for online social media usages
Residence 177 68.34
Office 58 22.39
Learning center 2 0.77
Department store 4 1.54
Internet café 2 0.77
Bistro/restaurant 4 1.54
On vehicle 12 4.63
Total 259 100.00

(continued)
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Table 2. (continued)

Type(s) of social media usage n (person) Percentage

6. Device for accessing online social media
Smartphone 210 81.08
PC/notebook 45 17.37
IPad 1 0.39
Tablet 3 1.16
Total 259 100.00
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4.2 Social Media Addictive Behavior of the Respondents

According to the study, the results of social media addictive behavior of the respon-
dents were the devices they used to access the social media were smartphones
(73.68%), PC/Notebook (15.79%), tablets (1.05%) and Ipad (0.35%). The frequency of
usage online media’s day were 3–4 days/week (90.24%) with a using time while
working between 08.01 A.M.–11.00 A.M. (20.85%) and spending more than 3 h a day
(33.33%) was the most usage time. Most of the respondents (62.10%) access online
media at home (Table 2). From Fig. 1, the purpose of online media usage of respon-
dents in overview was in moderate level �x ¼ 2:80; S:D: ¼ 0:73ð Þ, as in each aspect
found that the purpose of online media usages were for knowledge and self-
improvement �x ¼ 4:24; S:D: ¼ 1:03ð Þ, communication �x ¼ 4:19; S:D: ¼ 1:03ð Þ,
working �x ¼ 4:16; S:D: ¼ 1:23ð Þ, and education �x ¼ 4:08; S:D: ¼ 1:09ð Þ,
respectively. The online media mostly used by the respondents (as shown in Fig. 3)
were Facebook �x ¼ 4:30; S ¼ 1:20ð Þ, YouTube �x ¼ 3:59; S ¼ 1:63ð Þ, Line
�x ¼ 3:46; S ¼ 1:80ð Þ, and Instagram �x ¼ 2:64; S:D: ¼ 1:76ð Þ. From Fig. 2, most
of the content of social media usage of Thai military officers were tourism and
entertainments (16%), general psychologies (15%) and military science (14%).
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Fig. 3. Accessible social network sites of Thai military officers usage

Table 3. The comparison of social media addictive behavior between commissioned officers
and non-commissioned officers, Thai military officers, 21st Military Circle

Rank N Mean S.D. t Sig.

Commissioned officers 80 2.75 0.56 −0.88 0.39*

Non-commissioned officers 179 2.82 0.62
Total 259 5.57 1.18
*p < .05
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4.3 The Comparative Study of Social Media Addictive Behavior of Thai
Military Officers

The result of the comparison of social media addictive behavior between commissioned
officers and non-commissioned officers, Thai military officers, 21st Military Circle, was
found that no statistically significant different at .05.

5 Discussion

Online social media addictive behavior: case study of Thai military officers attached to
21st military circle signified that the most accessible devices in the sample group
(n) were smartphone, PC/Notebook, tablet and Ipad in similarity with “Hootsuite & We
are social” [4] having reported internet user behavior around the world in 2018,
February, that smartphone was used as a tool for accessing social media for 91%
compared to 71% of Thai people, 25% with laptop and 12% using desktop computer or
PC with a daily frequency and in conformity with the research conducted by EIC [15]
with the results: Thai people spent their leisure times with the internet or consuming
online social media as it was easier for current consumers to be able to choose what
they want to consume on social media via smartphone and tablet; furthermore, a high
competitive service in mobile phones combined with various promotions leaded to an
important change in the mobile business sector and towards consumers in Thailand in
combination with a high speed internet technology and high diversity of business in
media from local to international service providers. With respect to usage durations, it
was found that the sample groups frequently used online social media at late in the
morning (08.01–11.00 h) and mostly used at residences in similarity with the survey of
Hootsuite & We are social [4] as they found that the most frequently used place for
accessing internet for consuming online social media were residences (85.6%) while
the secondarily used places were offices (52.4%) and 24% for using while travelling.
Taking in to consideration, it concludes that the military officers attaching to 21st
Military Circle have been provided with government’s accommodation welfare and
such accommodation was not far from their units combined with their duty shifts
starting from 8.30 A.M.–16.30 P.M. [14]. Therefore, they can consume online social
media at their residence before reporting for the duty shift for over 3 h in each time in
relation to the report by Electronic Transactions Development Agency (Public Orga-
nization) or ETDA [12] with survey details: the internet users spent their time in
holidays averagely more than working days/school days in minor degree: 6 h and
48 min per day for holidays and 6 h and 30 min for working day/school day, if
compared, they were higher than 2015: 6 h 24 h per day. Places for using internet were
mostly residences (85.6%).

The purposes of military officers mostly use online social media for gaining more
knowledge and self-development, communication and working or for performing on
their duty. However, according to the study conducted by ETDA [12], it was concluded
that most weekly activities for consuming online social media of Thai people were
Line, Facebook, Instagram, Youtube, etc. for various activities i.e. communicating,
watching online movie, lives and calling via applications, secondarily data search via
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internet (86.5%), receiving-sending email (70.5%), watching TV/listening to online
music (60.7%) and buying online goods/services (50.8%).

As for information contents frequently consumed via online social media, it was
found that tourisms, entertainments, general psychologies, military, histories and cul-
tures; politics and laws were the most frequently used ones in similarity with the
research conducted by Economic Intelligence Center or EIC [15]. Most Thai people
(more than 70%) were mainly interest in a tourism and tended to increase along with
their ages; moreover, compared to the past 5 years, 55% of consumers have traveled
more frequently, signifying the lifestyles emphasizing travel and gaining new
experience.

In the aspect of sources for accessing online social media, This study was found
that Facebook, Youtube, Line and Instagram were the most frequently used ones in
conformity with Hootsuite & We are Social [4] which found that the most popular
online social media were Facebook (75%), Youtube (72%), Line (68%) and Instagram
(50%) in opposition with ETDA [12] as they suggested that the most frequently used
online social media are Youtube (97.7%), Facebook (96.6%) and Line (95.8%).
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Abstract. Many of the U.S. nuclear power plants are approaching the end of
their 60-year licensing period. The U.S. Department of Energy Light Water
Reactor Sustainability Program is conducting targeted research to extend the
lives and ensure long-term reliability, productivity, safety, and security of these
plants through targeted research, such as integrating advanced digital instru-
mentation and control technologies in the main control room. There are many
challenges to this, one being the integration of human factors engineering in the
design and evaluation of these upgrades. This paper builds upon recent efforts in
developing utility-specific guidance for integrating human factors engineering in
the control room modernization process by providing commonly used data
collection methods that are applicable at various phases of the upgrade process.
Advantages and disadvantages of each method are provided for consideration of
an optimal human factors evaluation plan to be used throughout the lifespan of
the upgrade process.

Keywords: Control room modernization � Human-systems interface evaluation
Human factors engineering � Nuclear power plants

1 Introduction

Nuclear power annually accounts for approximately 20% of the electrical generation in
the United States (U.S.), and has done so over the past couple decades. However, many
of these U.S. nuclear power plants (NPPs) are now approaching the end of their 60-year
licensing period. In order to extend the lives of these NPPs beyond their existing
licensing period and to ensure their long-term reliability, productivity, safety, and
security, one area that is being explored under the U.S. Department of Energy
(DOE) Light Water Reactor Sustainability (LWRS) Program concerns main control
room (MCR) modernization. Specifically, the integration of advanced digital instru-
mentation and control (I&C) technologies is being researched and implemented to
ensure safety and enhance productivity and situation awareness of the plant.

These upgrades can vary in scope and level of effort; nonetheless, the modern-
ization process often entails a stepwise approach where individual systems of the plant
are upgraded and scheduled around planned outages. The result of such differences in
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the upgrade process requires grading the level of the human factors engineering
(HFE) design and evaluation effort [1]. For utilities, this graded approach is no easy
feat, often requiring HFE expertise on hand to sift through the required regulatory
documentation and to select the appropriate HFE methods and measures to apply.

Recent work to support the industry has focused on developing a user-centered
design process for utilities to use as part of ensuring that HFE is properly integrated
into their planned upgrade process. Namely, this process is described as the Guideline
for Operational Nuclear Usability and Knowledge Elicitation (GONUKE) [2].
While GONUKE provides a user-centered design process to follow, no specific HFE
methods or measures are explicitly suggested to utilities. Hence, there is opportunity to
elaborate on the specific HFE methods and measures that are commonly used within
each of the phases and types of evaluation described in GONUKE.

The next section describes the existing HFE documentation to support control room
modernization: the U.S. Nuclear Regulatory Commission (NRC) HFE Review Model,
the Electric Power Research Institute (EPRI) HFE Guidance for Control Room and
Digital Human-System Interface (HSI) Design and Modification, the Institute of
Electrical and Electronics Engineers (IEEE) Guide for the Evaluation of Human-
System Performance in Nuclear Power Generating Stations, and the GONUKE process.
This paper concludes with providing and exemplifying commonly used HFE data
collection methods and measures used for HFE activities specific to control room
modernization.

2 Existing HFE Guidance for Control Room Modernization

2.1 NUREG-0711: Human Factors Engineering Program Review Model

The U.S. NRC NUREG-0711 Rev. 3, Human Factors Engineering Program Review
Model, supports NRC staff in HFE reviews for new NPP builds, as well as for upgrades
of existing NPPs [3]. NUREG-0711 essentially serves as a detailed resource for the
NRC staff to verify that state-of-the-art HFE principles have been incorporated
throughout each phase of development. These phases are described as Planning and
Analysis, Design, Verification and Validation (V&V), and Implementation and Oper-
ation. There are twelve review elements arranged within each of the four phases.

A comprehensive description of these elements is beyond the scope of this paper;
the reader should refer to NUREG-0711 for further details. However, it is important to
note that each element is interlinked. For example, a modification is assumed to at least
in part be driven by lessons learned from operating experience of past events, which
drives what functions should and should not be automated. Human actions are then
expected to be analyzed in detail through analytical approaches such as task analysis to
identify important human actions that have implications to plant safety. This infor-
mation is then used to drive the design of the HSI(s), procedures, and training. The
integration of the HSI(s), procedures, and training are then evaluated during V&V. The
validated design is then implemented into the plant, where at this point, human per-
formance is continuously done.
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NUREG-0711 emphasizes performance measurement in the selection of appro-
priate HFE methods and measures, especially in integrated system validation
(ISV) during V&V. NUREG-0711 discusses a need for a hierarchical set of perfor-
mance measures including aspects of plant performance, personnel task performance,
situation awareness, cognitive workload, and anthropometric/physiological factors.
Plant performance concerns measures of performance for various plant functions,
systems, or components. Task performance concerns measures of time, accuracy,
amount accomplished, subjective reports, and behavioral categorization by observers.
Situation awareness concerns the degree to which personnel’s perception of plant
parameters and understanding of the plant’s condition correspond to its actual condition
at any given time and influences of predicting future states. Workload comprises the
physical, cognitive, and other demands that tasks place on the plant personnel. Finally,
anthropometric/physiological factors concern the visibility of displays, accessibility of
control devices, and ease of manipulating control devices.

2.2 EPRI Human Factors Guidance for Control Room and Digital HSI
Design and Modification

EPRI 3002004310, Human Factors Guidance for Control Room and Digital Human-
System Interface Design and Modification, provides comprehensive guidance for
utilities, their suppliers, and contractors to integrate HFE into the overall design efforts
[5]. One important piece to EPRI 3002004310 is the emphasis on tailoring and grading
the HFE approach based on the scope of the modernization effort. For instance, an HFE
program should be appropriately based on the impact the modification may have to the
safety of the plant. Modifications with direct impact to plant safety should take greater
priority where greater rigor is applied to the design and evaluation process compared to
lower-risk modifications. For selecting appropriate HFE methods and measures, it may
not be necessary to use costlier data collection for a finer grained analysis when the
proposed modification is less impactful on plant safety. However, modifications that
impact multiple systems or have direct safety consequences should use more rigorous
data collection methods that build higher confidence that no new human error modes
were introduced and that state-of-the-art HFE principles are reflected in the design.

2.3 IEEE Guide for the Evaluation of Human-System Performance
in Nuclear Power Generating Stations

The IEEE Guide for the Evaluation of Human-System Performance in Nuclear Power
Generating Stations, IEEE Std 845-1999(R2011) outlines specific evaluation charac-
teristics that should be considered when evaluating human-system performance related
to systems, equipment, and facilities in NPPs [6]. Application of IEEE Std 845-1999
(R2011) in NPP MCR modernization activities can range from gathering informal
design input such as user opinions to tightly controlled experimental techniques used
for answering specific design questions (i.e., hypotheses). IEEE Std 845-1999(R2011)
emphasizes the use of a diverse set of measures to the extent that it is cost justifiable, as
a single measure may not provide sufficient validity. Lastly, a distinction is made
between subjective and objective measures. Subjective measures are comprised from
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data collected from judgement and opinions of users or experts. Objective measures are
comprised from data collected from observable human behavior. IEEE Std 845-1999
(R2011) describes how objective measures are less apt at being biased from opinion
like subjective measures. However, objective measures can be difficult to collect from
unobservable human behavior like cognitive processes.

2.4 The GONUKE Process for Control Room Modernization

The intent of the GONUKE process is to provide direct support for utilities in
NPP MCR modernization activities that ensures HFE is adequately and consistently
integrated throughout the upgrade process [2]. Hence, GONUKE fits within the review
model of NUREG-0711 by covering key HFE activities for each of the four phases
covered. However, one important distinction with GONUKE is that there is greater
emphasis on HFE involvement in the earlier phases to ensure success at later phases.

GONUKE describes three types of evaluation: expert review (i.e., herein described
as verification), user testing (i.e., herein described as validation), and knowledge
elicitation. The latter two involve data collection methods with plant personnel while
the former involves human factors subject matter experts using human factors standards
like NUREG-0700 [4] in analyses.

There are four fundamental HFE evaluation phases as described by GONUKE,
which correspond to the phases of NUREG-0711 [3]. The first phase, Planning and
Analysis, includes baseline evaluation (i.e., for validation) and cognitive walkthrough
(i.e., for knowledge elicitation) as data collection activities. Baseline evaluation entails
evaluating the as-built system so that it can serve as a benchmark for the new system.
Cognitive walkthrough entails collecting plant personnel input to capture needs and
expectations of the new system. Next, Design (i.e., described as formative evaluation)
is done through usability testing and feedback about the HSI design to support refining
the HSI design through this collection of early feedback; identification of acceptance
criteria can also be considered. These formative activities during Design are most
successful when done iteratively [7]. Third, a summative evaluation (i.e., V&V) is done
through ISV and feedback about operator performance after the design process is
complete to confirm the usability and performance of a design. Finally, operator
training and operator experience reviews are collected with the built design as part of
Implementation and Operation for continuous monitoring of human-system
performance.

3 Common HFE Data Collection Methods and Measures

Over the past several years, human factors researchers from the LWRS Program have
conducted numerous workshops with various utilities. This work used a range of HFE
data collection methods for collecting design input, as well as evaluating human-system
performance through operator-in-the-loop studies. These methods were applied in
various phases described in NUREG-0711 [3]. There was a range of testing environ-
ments, spanning from less controlled platforms such as informal discussions and field
visits to controlled studies using full-scope testbeds. A collection of common HFE
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methods previously used from this past work is presented in Fig. 1, which is an
adaptation of Rohrer’s Landscape of User Research Methods [8].

The y-axis denotes the focus of evaluation, being the degree to which the method is
subjective or objective. As discussed in IEEE Std 845-1999(R2011), objectivity is the
degree to which the method comprises data from observed human behavior whereas
subjectivity is the degree to which the method comprises data from judgement and
opinions of users or experts [6]. IEEE Std 845-1999(R2011) suggests using a diverse
set of these measures to strengthen validity of findings.

On the x-axis, the methods lie on the degree of measurement, denoted as being
qualitative or quantitative. Qualitative measurement provides descriptive information
regarding the qualities of a topic [9]. For example, qualitative data may take the form of
the description and categorization of various higher-level themes extracted from open-
ended comments. This information is important for identifying and correcting potential
HSI design issues [10]. Contrarily, quantitative measurement provides information
regarding the quantity of a topic [9]. Quantitative analyses deal with both discrete and
continuous data to make numerical measurement for both descriptive and comparative
purposes. One may reasonably assume that quantitative measures are most important in
later-staged efforts like ISV; however, quantitative measures still can be useful earlier
in the development cycle [7]. To that end, qualitative measures can carry important
insights in later phases such as collecting feedback about operator performance.

Fig. 1. Commonly used HFE methods and measures for control room modernization in NPP.
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A third dimension of Fig. 1 pertains to the human performance dimension(s) that
can be collected from the HFE method. These dimensions include: DI – Design Input,
PP – Plant Performance, TP – Task Performance, SA – Situation Awareness, WL –

Workload, and AN – Anthropometric/Physiological Factors.
The latter five correspond to the hierarchical set of performance measures described

in NUREG-0711 [3]. Design input is defined as the thoughts, feelings, and experiences
expressed by the users that can be used to inform the design of the HSI. For example,
comments and suggestions made by plant personnel to enhance the usability of the HSI
would classify as design input. The methods presented in Fig. 1 are discussed in detail
in the subsequent sub-sections, provided with a short description and a list of their
advantages and disadvantages. Their applications to GONUKE [2] and to NUREG-
0711 [3] are summarized in Fig. 2.

3.1 Description of Common HFE Data Collection Methods and Measures

Observation (General). Observation is a general HFE technique used to collect data
about the physical and verbal aspects of a task or scenario [11]. It can be used to inform
design or to inform task analysis. In this context, observation here is described as
passive (i.e., without intervening or interfering with what operators are doing). Various
tools of ranging complexity can support in observation such as audio/video recordings,
spreadsheets, as well as pen and paper [12]. Advantages: Provides rich contextual
information, minimally intrusive, does not necessarily require specialized equipment.

Fig. 2. HFE methods and measures mapped to GONUKE (rows) and NUREG-0711 (columns).
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Disadvantages: Cannot formally evaluate performance, does not reveal plant person-
nel’s thoughts and rationale for making decision observed or why an observed error
occurred.

Walk/Talk-Throughs. A walkthrough is an HFE technique where an expert user
‘walks through’ or demonstrates a set of tasks or scenario to describe a task, highlight
potential issues with the system, or highlight important actions that may be influenced
by the upgrade. A talkthrough is a verbal demonstration of a walkthrough [5].
Advantages: Provides accurate descriptions of a task, observers can query particular
topics in ‘real time,’ collects behavioral and attitudinal aspects of human interactions.
Disadvantages: Provides only descriptive data (i.e., cannot be used for validation),
requires access to expert users such as plant personnel, requires a degree of effort
synthesizing data collected from verbal reports and observations made.

Display Reviews. In a display review, static HSI displays are systematically evaluated
with expert users (e.g., plant personnel) to uncover potential design issues [5]. This
activity can be completed remotely, at the plant, or at a simulator. Likewise, this
activity can be done one-on-one or as a group (i.e., see Interviews versus Focus
Groups). Advantages: Provides readily actionable design recommendations, incorpo-
rates identified issues and suggestions directly from actual users of the system, very
flexible to administer. Disadvantages: Identified issues and suggestions are not directly
tied to observable human-system performance data, issues and suggestions may be
biased by past experience with an existing system.

Focus Groups. A focus group is a general HFE technique used to collect qualitative
(i.e., attitudinal) data about a specific topic. This activity is done with a group of users
(ideally around 5 individuals), where verbal notes are collected from semi-structured
questions administered by a facilitator [5]. Data can be collected in digital (e.g.,
spreadsheet) or pen and paper format. Raw notes are ultimately synthesized to make
meaningful insights to the research question at hand. Advantages: Data collection is
more efficient than with traditional interviews. Disadvantages: Collects only attitudinal
data (not behavioral), can be strongly susceptible to response bias between individuals
compared to interviews.

Interviews (General). Like focus groups, interviewing is a general HFE technique
used to collect qualitative (i.e., attitudinal) data about a specific topic. However, these
activities are done one-on-one, where verbal notes are recorded from the interviewee
[11]. Advantages: Less prone to response bias compared to focus groups, can provide
rich data when done with observation. Disadvantages: Cannot formally evaluate per-
formance, data collection is more labor intensive than focus groups.

Usability/Performance Metrics. Usability/performance metrics, as described in ISO
9241-11 [14], incorporate measurement to the extent of effectiveness, efficiency, and
satisfaction with which a specified user achieves specified goals in a particular envi-
ronment. Typical measures include task success, error frequency, completion time, and
usability ratings. It should be noted that there are different formal integrated platforms
to which usability/performance metrics are collected. These platforms include the
Operator Performance Assessment System (OPAS) [15] and the Supervisory Control
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and Resilience Evaluation (SCORE) framework [16]. These methodologies incorporate
both structured evaluation of operator actions as well as expert evaluation. The reader
should refer to the provided references for an in-depth discussion of these method-
ologies. Advantages: Can formally evaluate objective performance, low cost, does not
require specialized equipment, data collection and post-processing is not labor inten-
sive. Disadvantages: Sensitivity of measures are controversial for HFE studies in NPP
MCRs, methods like OPAS and SCORE require considerable upfront effort identifying
important human actions.

Eye Tracking (Heat Maps). A heat map is a visualization technique that uses dif-
ferent colors to show the amount of fixations or dwell durations over an area (i.e., such
as a control board) [13]. These visualizations illustrate where users looked and for how
long. Advantages: Illustrates through objective data where users looked and for how
long. Disadvantages: Cannot formally evaluate performance, requires specialized eye
tracking equipment, data collection and post-processing is labor intensive, does not
explain why users looked at a particular place, does not provide information about
visual scanning patterns or sequence of eye movements.

Usability Questionnaires. A usability questionnaire provides a set of structured
questions that address different design elements of usability through allowing users to
either rate or comment about each design element. Information collected from the
questionnaire can be used to support identifying potential design issues and areas for
improvement with the HSI. Questions can be created from content in NUREG-0700
[4], EPRI 3002004310 [5], or other relevant resources (e.g., operating experience).
Advantages: Provides both qualitative and quantitative data, information collected can
be adaptable depending on project needs, can be used to compare different designs,
easy to develop and administer, low cost. Disadvantages: Provides only subjective data
from user opinions, custom questions need to be pilot tested to ensure they address the
usability topic at hand, no normative benchmark scores to compare and validate are
available since questions are customized each time.

Procedure Logs. Procedure logs are a form of observation done in a controlled
setting/lab, where the observer collects step-by-step actions from plant personnel. Each
step is then time-stamped. For design and evaluation, the data collected here can be
used to identify correct path as well as collect completion times per step. Advantages:
Provides objective performance data of task performance, low cost, does not require
specialized equipment. Disadvantages: Requires formal acceptance criteria for evalu-
ation or an alternative design to compare to, data collection can be labor intensive.

Simulator Logs. Simulator logs capture the values of key parameters through the
lifetime of a scenario. The data captured here is fully applicable to observing plant
performance. Advantages: Provides objective data of plant performance. Disadvan-
tages: Requires a testbed that is capable of recording and readily exporting key process
values.

Eye Tracking (Metrics). Eye tracking is a general methodology used in HFE to
capture measures of visual attention, mental workload, and situation awareness [17]. As
such, physiological data can be collected to make inferences about a certain HSI
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design. Advantages: Captures a rich set of performance measures which are continu-
ously tracked throughout the course of a scenario. Disadvantages: Requires specialized
eye tracking equipment, data collection and post-processing is labor intensive, requires
additional level of inference when associating measures to HFE constructs (e.g.,
workload), not all testing environments or individuals are capable of using the
equipment (e.g., issues range from lighting considerations to individual differences
[17]).

Situation Awareness Global Assessment Technique (SAGAT). SAGAT is a freeze-
probe/recall HFE method used to assess the three levels of situation awareness.
SAGAT provides an objective means to evaluate situation awareness where partici-
pants’ responses to key queries are compared to what actually happened during the
scenario. Questions are crafted to address Level 1, Level 2, and Level 3 situation
awareness [18]. Advantages: Provides objective data of situation awareness. Disad-
vantages: Freeze-probes used can be highly intrusive, requires testing environment
capability to freeze and blank out indication status, requires considerable upfront effort
developing meaningful queries to administer during each probe.

Single Ease Question (SEQ). The SEQ is a standardized single post-scenario usability
question that asks users to rate (i.e., typically using a seven-point scale; 1 = very
difficult; 7 = very easy) their overall ease of completing a task [7]. The SEQ can be
administered digitally, via pen and paper, or verbally after completion of a task.
Advantages: Very easy to administer, low cost, provides quantitative data of perceived
task difficulty. Disadvantages: Not diagnostic regarding identification of usability
issues when used alone, may not necessarily correlate with observed task performance.

Situation Awareness Rating Technique (SART). The SART is a post-scenario rating
method used to derive a measure of perceived situation awareness [11]. The ques-
tionnaire comprises 10 dimensions (i.e., questions) using a seven-point rating scale
(1 = low; 7 = high). A composite situation awareness score is derived from SART
where a greater value denotes greater situation awareness. A simpler version (i.e., the
3D-SART) is also available, comprising of only 3 questions. Advantages: Easy to
administer, low cost, not intrusive. Disadvantages: Provides subjective (perceived)
data of situation awareness, may be more representative of workload than situation
awareness.

National Aeronautics and Space Administration Raw Task Load Index (NASA-
RTLX). The NASA-RTLX is a post-scenario rating method to assess workload,
comprising six different dimensions [11]. Each dimension (i.e., question) typically uses
a 20-point scale (1 = low; 20 = high) where higher values denote greater workload.
The NASA-RTLX is a shortened version of the NASA-TLX where the set of 15
pairwise comparison is omitted. Workload can be evaluated by each dimension and
holistically from aggregating the individual scales. Advantages: Easy to administer,
low cost, not intrusive, there is a rich database of benchmark values across various
industries to compare to [19]. Disadvantages: Provides a subjective (perceived)
assessment of workload, responses can be confounded with task performance.
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3.2 Application of HFE Data Collection Methods and Measures

Researchers from the LWRS Program partnered with a large utility as part of integrating
HFE into the control room upgrades for several non-safety related systems. The upgrade
significantly affected I&C behind the board. Moreover, there was also a number of
indications and controls from control boards of the MCR that were affected, including
several new digital HSIs and single loop interface module (SLIM) replacements for
manual-auto stations. In this partnership, LWRS human factors researchers were able to
successfully integrate common HFE methods within the utility’s major engineering
project milestones such as their software-in-the-loop (SWIL) testing, factory acceptance
testing (FAT), and licensing operator requalification training (LORT). For instance,
researchers iteratively incorporated lightweight methods like usability questionnaires,
interviews, and display reviews to collect design feedback and knowledge elicitation
with licensed operators between planned activities for each milestone.

Data collected from each milestone was used to inform the HSI design to which
updated versions were used in a full-scale HFE workshop to evaluate the upgrades in
an operational context. This workshop used formal objective methods such as eye
tracking metrics and usability/performance metrics, as well as subjective methods such
as usability questionnaires, SEQ, SART, and NASA-RTLX. Data collected was
evaluated against industry accepted criteria or plant expected criteria for usability
testing. Results from the study showed significant improvements to the design of the
HSIs. No safety-critical issues were identified.

4 Conclusions

This paper summarizes commonly used HFE methods and measures for MCR mod-
ernization in NPPs. As addressed in the paper, there are certain advantages and dis-
advantages of each method that should be accounted for when planning HFE
integration into control room modernization efforts. A recommended approach is to use
a diverse set of methods to collect human factors data across all quadrants described in
Fig. 1. By including a balanced and diverse set of these methods and measures, this
paper offers a complete, but not exhaustive, set of methods that can be used for design
input and validation of human-system performance as described in NUREG-0711 [3].
Nonetheless, future work should investigate alternative HFE methods that may serve
useful.
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Abstract. The integration of new digital instrumentation and control (I&C)
technologies like advanced human-system interfaces in U.S. nuclear power plant
main control rooms is important for addressing long-term aging and obsoles-
cence of existing I&C. Nonetheless, attention should be made to ensure these
technologies reflect state-of-the-art human factors engineering (HFE) principles.
Often, there is conflicting guidance from one guideline to another, requiring the
analyst to make a judgment call on addressing these ‘tradeoffs.’ The objective of
this research was to inform the analyst of these tradeoffs through an empirical
investigation of how certain display features that characterize common HFE
guidelines concerning visual clutter and saliency influence information pro-
cessing in a naturalistic context. By understanding the unique contribution of
each display feature using a multilevel model, the HFE analyst should have an
understanding of the interrelations of each feature with its impact on cognitive
processes. Results and implications are discussed in this paper.

Keywords: Human factors engineering � Human-system interface design
Nuclear power plants � Control room modernization � Cognitive processes

1 Introduction

Domestic electricity demands in the United States (U.S.) are expected to increase at an
average rate of one percent each year. Meanwhile as most of the existing U.S. nuclear
power plant (NPP) fleet begin to reach the end of their 60-year operating licenses, the
U.S. Department of Energy (DOE) Light Water Reactor Sustainability (LWRS) Pro-
gram continues to develop a scientific basis to extend their operating life through
targeted research and development (R&D) pathways. Particularly, the LWRS
Advanced Instrumentation, Information, and Control (II&C) Systems Technologies
pathway conducts targeted R&D to address long-term aging and obsolescence of
existing instrumentation and control (I&C) technologies, where one focus area consists
of testing and implementing new digital I&C technologies such as integrating advanced
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human-system interfaces (HSIs) in NPP main control rooms. There are many advan-
tages to modernizing with these digital I&C technologies, including [1]:

• Improved safety through reduced frequency of challenges to the plant,
• Improved capacity factor of the plant,
• Improved computational processing power and access to information,
• Prepared main control room (MCR) I&C systems for future needs,
• Addressed past human engineering discrepancies (HEDs) in the MCR,
• Reduced operations and maintenance costs through the reduction or elimination of

specialized maintenance on analog systems that are nearing their end of life or are
obsolete, and

• Increased productivity levels in plant staff where staffing levels, especially outside
of the MCR during normal operations, could be further reduced.

Nonetheless, careful attention must be paid to ensuring that these technologies
reflect sound human factors engineering (HFE) design principles so that no new human
error modes are introduced and that human-system performance is optimal. The U.S.
Nuclear Regulatory Commission (NRC) currently provides state-of-the-art HFE design
principles in Human-System Interface Design Review Guidelines (NUREG-0700, Rev.
2 [2]), which lists nearly 2000 guidelines for HSI design guidance. While these HSI
design guidelines are comprehensive, the guidelines were written ‘uni-dimensionally’
such that one guideline does not account for any interactions with other relevant
guidelines [3]. There may be conflicting guidance from one guideline to another,
requiring the analyst to make a judgment call on how to address these ‘tradeoffs.’ For
instance, Kovesdi and Joe [4] investigated common NUREG-0700 guidelines violated
in various HSI displays, combining several HFE evaluations undergone across various
utilities over the past three years. One higher prioritized guideline that was often
violated concerned the use of higher contrast colors to ensure adequate visual salience
of information for readability (i.e., see NUREG-0700 1.6.1-2). However, Kovesdi and
Joe [4] also identified that the overuse of salient colors resulting in visual clutter,
described in NUREG-0700 1.3.8-1, as well as the assignment of the same color (e.g.,
red) across multiple codes (e.g., alarms and valve/pump status), described in NUREG-
0700 1.3.8-8, can decrease human-system performance.

Indeed, the application of these state-of-the-art HFE guidelines require an under-
standing of the tradeoffs between each of their application to HSI design and their
impact on human-system performance. To date, the relationship of these variables on
human-system performance in an integrated process control context is not clearly
understood. Specifically, these tradeoffs encourage further investigation of how each
guideline individually contributes to human-system performance when integrated into
various HSI concepts and investigated in a naturalistic context. Such findings should
help clarify when an HSI designer should consider adding a design feature based on
specific HFE human-system performance criteria versus operator preference. While
design input elicited from operator preferences is important to HSI design, such
feedback integrated into the HSI should not introduce any new human error modes or
HEDs that are important to plant safety.
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The objective of this research is to support in informing the analyst of these
tradeoffs through an early empirical investigation of how certain display features that
characterize common NUREG-0700 guidelines concerning visual clutter and display
color saliency influence human-system performance when integrated in a naturalistic
context. To this end, a description of relevant human-system performance considera-
tions for cognitive processes is described in the following sub-section. Further, the
following sub-sections describe measures of visual clutter, color saliency, and color
conflict, as well as other considerations that may affect information processing. Specific
hypotheses are described to close this section.

1.1 Human-System Performance: Measuring Cognitive Processes

The Institute of Electrical and Electronics Engineers (IEEE) Guide for the Evaluation of
Human-System Performance in Nuclear Power Generating Stations, IEEE Std 845-
1999(R2011) [5], provides guidance for evaluating human-system performance related
to systems, equipment, and facilities in NPPs. In this document, several considerations
associated with evaluating human-system performance are discussed that have direct
relevance to this study. First, IEEE-Std 845-1999(R2011) discusses the need to consider
cognitive processes as part of diversely measuring human-system performance. Second,
this document discusses the importance of using experimental techniques to evaluate
human-system performance as a way of providing objective results concerning system
performance. Lastly, the selection of a testbed is discussed where varying levels of
fidelity can be used, which should be driven by the research question at hand. For
instance, using a lower fidelity testbed such as static prototypes of HSI display concepts
can be appropriate in earlier phases of the development process, especially with making
more generalized inferences of candidate design concepts [6, 7].

Eye movements are a useful measure of cognitive processing. Fixations, or the
pauses in eye movements, have been known to trace to where one’s focused attention is
being visually allocated to in space. Focal vision, representative of focused attention,
refers to the narrowed region in space (i.e., *2°) where the fovea is positioned [8]. The
duration of a fixation is a known measure for evaluating information processing in the
human factors literature [e.g., 9], described as a temporal length of the pause in a given
fixation [10]. Longer durations can infer that more time is spent processing, or inter-
preting, the information being presented on a certain region of an interface [11]. From a
neuroergonomic perspective, multiple neural pathways are used to guide eye move-
ments depending on whether the eye movement was invoked due to a response to
salient stimuli or deliberately being guided for visual search [12]. Both cases have
implications to HSI display design; deliberate search should only be disrupted in cases
of important events that require immediate resolution.

1.2 Display Feature Considerations

Display feature considerations included measures of visual clutter, color saliency, color
conflict, and label frequency. These measures are discussed next.
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Visual Clutter. Visual clutter can be defined as the state in which there are an excess of
visual items to the point that visual search performance can be degraded [13]. For
instance, Rosenholtz and colleagues [13] discuss several measures of visual clutter that
have been studied in previous studies, spanning from simply the number of items in a
scene to sophisticated algorithms such as Feature Congestion and Subband Entropy.
Edge Density was of particular interest since it was shown to be an exclusive measure
of the spatial distribution of visual clutter, excluding color attributes.

Color Saliency. Color saliency, or the extent to which a color provides attention-
gaining properties, is important to efficient extraction of visual information from a
display [7]. Within HSI display design for NPPs, a recent design approach, Information
Rich Design (IRD), reserves the use of highly salient colors (i.e., high contrast) for only
emergent information like alarms that signify an abnormal situation [14]. The notion of
reserving salient colors for only important information in IRD follows the belief that
there are diminishing returns in attention gaining qualities in highly contrast colors
when overused; hence, only the highest priority information should include higher
contrast colors such as alarms. IRD thus will portray most information in a “dull
screen” appearance such as through a low contrast gray color. On the other hand, recent
HFE studies found that some operators prefer higher contrast colors such as red and
green to convey valve and pump status to support viewing from across the control
room [15]. Additionally, NUREG-0700 1.3.8-9 specifies that symbols should be
‘readily discriminable against background colors under all expected ambient lighting
conditions’ [2]. Indeed, based on the literature, it can be inferred that the overuse of
color can have diminishing returns on mental workload; however, having too little
color may also have a negative impact. The right level of color is still an open question,
often requiring the HSI designer to make a judgement call. For measurement of sal-
iency, NUREG-0700 suggests using the International Commission of Illumination
(CIE) color distance metric, Delta E, to evaluate the differences between foreground to
background colors. Hence, Delta E was used to measure color salience in this study.

Color Conflict. NUREG-0700 1.3.8-8 specifies that any given color should only be
assigned to a single meaning [2]. For example, the use of red is commonly reserved for
alarm notification. The assignment of multiple meanings to a single may hence result in
‘hindering proper assimilation of information’ presented by the HSI display, as
described in NUREG-0700. Interestingly, Kovesdi and Joe [4] identified a common
practice in HSI display design to use red/green color combinations to convey valve and
pump statuses, which violates NUREG-0700 1.3.8-8. Based on possible disparity
between NUREG-0700 guidance and the application of IRD, a measure of color
conflict (i.e., the density of red) was explored in this study.

Label Frequency. The number of items to be searched has shown to impact fixation
duration; the presence of more items results in increased fixation duration [16]. In the
case with HSI displays that use a mimic layout, the number of components within view
may vary depending on where the user’s attention is directed. Thus, a measure of item
frequency was of interest. This study used label frequency to quantify the number of
items since industry guidance [2] suggests that all components contain labels (i.e.,
NUREG-0700 1.2.8-2).
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1.3 Additional Considerations

Other considerations extraneous to display design were considered in this study,
including fixation sequence and inter-trial differences, which are discussed next.

Fixation Sequence. Prior research has shown that fixation duration increases in suc-
cession with the sequence of fixation [17]. One possible explanation for this phe-
nomenon is that scene perception is cumulative where each fixation supports ‘building’
a representation of the scene over time [18].

Inter-trial Differences. A final consideration in this study was possible inter-trial dif-
ferences. For instance, certain information on the display might be simply more
familiar to operators based on from prior experience.

1.4 Hypotheses

As mentioned, this research aims at informing the HFE analyst of tradeoffs commonly
found in NUREG-0700 guidelines concerning the selection of colors to convey
information in HSI displays for NPP main control rooms, through quantification of the
contribution of specific display features. Hence, it was expected that:

(1) Edge density, Delta E, red density (i.e., for color conflict), and label frequency
each contribute uniquely to explained variance in fixation durations, even with
extraneous variables (i.e., fixation sequence and inter-trial differences) being
accounted for.

(2) Increasing edge density, red density, and label frequency increases fixation
duration. Decreasing Delta E increases fixation duration.

By understanding the unique contribution of each display feature, the HFE analyst
should have an understanding of the interrelations of each feature regarding its impact
to fixation duration, a measure of information processing, when put into a naturalistic
context. Further, results from this study should support future HFE reviews using
guidelines from NUREG-0700 through providing an empirical basis in prioritizing and
classifying potential risk of certain design issues related to use of color. Finally, this
study should offer potential measures for evaluating HSI display characteristics con-
cerning display clutter, display color saliency, and color conflict.

2 Method

2.1 Participants

A total of twelve auxiliary operators from a commercial U.S. NPP (N = 12) partici-
pated this study, consisting of the entire auxiliary operator population for the plant.
Two participants left midway through data collection. Additionally, the eye tracking
system used failed to accurately calibrate two other participants. Hence, a sample of
eight participants (n = 8) were used for analysis. Their ages ranged from 24 to 63 years
(M = 49, SD = 13) and their experience in the nuclear industry ranged from 2 to 31
years (M = 18, SD = 10).
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2.2 Apparatus

This experiment used a series of nine questions. Seven questions were related to
whether either opening or closing a particular valve from within the liquid radiological
waste evaporator system would change the state (e.g., increase or decrease) of a certain
evaporator component (e.g., vapor body). Two trials were embedded alarm detection
trials (i.e., as indicated by a red colored trend somewhere on the display) where
participants were instructed to ignore the trial question and respond to the alarm; these
trials were treated as a secondary task. There were four different HSI design concepts
tested, equating to a total of 36 experimental trials. The experimental program would
show a static stimulus image of a concept HSI display and received responses from
participants through keypresses where ‘z’ denoted an increased state and ‘/’ denoted a
decreased state. Participants pressed ‘spacebar’ if an alarm was present rather than
pressing ‘z’ or ‘/’ for the primary task. The stimulus and alarm trials were randomly
assigned to control for carryover effects. The experimental program was installed on a
Windows laptop with a 17″ screen, set at a 1440 � 2160 resolution. The program
captured accuracy, response times, and eye tracking measures through syncing with a
SensoMotoric Instruments (SMI) 60 Hz remote eye tracking system. Participants all sat
in the same relative position and distance from the eye tracking system (i.e., *24 in.
away).

2.3 Procedure

Participants were initially provided a brief training session to become familiar with:
(1) the liquid radiological waste evaporator system, (2) the different HSI design con-
cepts used under this study, and (3) the task instructions for this study. Participants
were asked to respond as quickly and accurately as possible. Next, participants were
calibrated to the eye tracking system through a nine-point calibration protocol. Par-
ticipants were asked to view each individual fixation dot at nine different locations on
the screen. Calibration would be repeated until average x- and y-coordinates were
within 0.2° accuracy. Participants completed a brief set of practice trials that would
ensure they understood what each keypress denoted (e.g., decrease or increase). For
data collection, participants were presented a question (e.g., ‘With the system in the
current configuration what would be the result on level of E 01 if we close LV 208B?’)
located in the upper region of the screen. Once understood, the participant would press
‘enter’ where the program would show a fixation display with a crosshair located in the
center of the screen for 1000 ms; this was done to ensure all participant’s initial gaze
was in the same relative location. Finally, the stimulus image of a concept HSI display,
with the question available, was presented for as long as the participant needed.

2.4 Experimental Design

Participants completed the nine trials from each HSI design concept, in a randomized
order, before moving on to the next HSI design concept. The order of HSI design
concept was randomly assigned to control for carryover effects. However, due to the
loss of data for four participants, the order of HSI design concept was not balanced.
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The four different HSI design concepts included different combinations of valve and
pump colors being white/gray or red/green. Further, HSI design concepts either con-
tained colored flow streams to differentiate the different product steams (e.g., nitrogen
versus distillate), or uniformly colored flow streams. Each two-level variable here
essentially created four different HSI design concepts.

2.5 Image Processing: Quantification of Display Features

Image processing for quantification of display features was completed in R Version
3.3.3 [19]. Extraction of display features involved primarily use of the EBImage [20],
imager [21], colorscience [22], and tesseract [23] packages. A summary of the process
involved for fixation and display feature extraction is discussed next.

Fixation Extraction. For each fixation, the x- and y-coordinates were extracted and a
circular window of roughly 2° was rendered for subsequent image processing. The
window represented a rough estimate of foveal vision.

Edge Density. Fixation images were read into R using the EBImage [20] package.
A high-pass Laplacian filter was then applied to the fixation image for edge detection.
Absolute pixel values over the circular window were then summed to measure density.
Higher values denoted greater edge density.

Delta E 2000. Color saliency was calculated by using the colorscience [22] package in
R. Fixation images were read into R. Next, the image was compressed to a 50 � 50
pixel version to reduce computational load. Next, Delta E 2000 was calculated using a
reference color from the HSI display background for each pixel within the circular
window. The average Delta E 2000 from each fixation image was used as a measure of
display color saliency. Greater Delta E 2000 values denoted greater color differences,
suggesting that the image contained more salient content.

Red Density. Using EBImage [20], each fixation image was parsed into red, green, and
blue color channels. Green and blue channels were subtracted to include only the red
channel. Red density was then summed across pixels. Greater red density indicated
more color conflict (i.e., displaying more red pumps or valves).

Label Frequency. Label frequency was calculated using the tesseract [23] package for
optical character recognition (OCR) processing across each fixation image. Extracted
labels through OCR were summed to create a label frequency measure.

2.6 Data Analysis

Prior to applying statistical analyses, outliers were identified and removed using Tukey
Fences based on values greater than 1.5 times the interquartile range across both
dependent and independent variables. This study used a multilevel model (MLM) to
test the significance of each display feature and extraneous factors on fixation durations
throughout the course of each trial. A MLM was used to account for the nested nature,
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or ‘non-independence’ [24, 25], of the data; fixations were nested within trials and trials
were nested within participant. MLM analyses were built in R using the nlme [26]
package. Model parameter estimation used the maximum likelihood criterion. Fixed
effects included question type (inter-trial differences), fixation sequence, label fre-
quency, edge density, Delta E 2000, and red density. Participants were included in as a
random effect. Edge density, Delta E 2000, and red density were centered (using the
sample mean) and scaled into z scores to support interpretation of the model [25]. Each
scaled variable had a mean of 0 and standard deviation of 1.

3 Results

Results from the MLM are outlined in Table 1. In general, fixation sequence, edge
density, Delta E 2000, and red density significantly predicted fixation durations. There
was no significant relationship observed for question type and label frequency.

Table 2 reports the statistics commonly used to report the explained variance with
adding each predictor into the MLM [27]: the marginal R2 for fixed effects and con-
ditional R2 for fixed and random effects.

Table 1. MLM summary table.

b SE t p

Intercept 300.73 5.23 57.47 0.00*
Question 2 9.16 4.94 1.85 0.07
Question 3 −0.33 5.33 −0.06 0.95
Question 4 −4.18 5.05 −0.83 0.41
Question 5 −1.53 5.94 −0.26 0.80
Question 6 2.65 5.19 0.51 0.61
Question 7 2.35 4.92 0.48 0.63
Alarm trial 1 4.01 6.87 0.58 0.56
Alarm trial 2 −5.82 7.09 −0.82 0.41
Fixation sequence 0.28 0.08 3.45 0.00*
Label frequency −1.19 1.94 −0.61 0.54
Edge density 5.51 2.38 2.31 0.02*
Delta E 2000 −8.77 1.76 −4.99 0.00*
Red density 4.81 2.08 2.31 0.02*

b denotes estimates of regression coefficients, SE
denotes the standard errors, t denotes t statistics,
p denotes p values. Significant p values are bolded
and labeled with * (p < .05).
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Figure 1 illustrates the relationship, using the coefficient estimates (b), of the
observed significant display features predicted on fixation duration.

4 Discussion

4.1 Research Question 1: Did Each Display Feature Uniquely Contribute
to the Explained Variance for Fixation Duration?

Edge density, Delta E 2000, and red density uniquely contributed to the explained
variance for fixation duration, as shown in Table 1. These findings generally suggest
that the selected measures used to evaluate impact of visual clutter (i.e., edge density),
color saliency (Delta E 2000), and color conflict (red density) were sensitive and
uniquely explained variance for fixation duration. It is worth emphasizing, however,
that the total contribution of explained variance that these variables had on fixation
duration was relatively small, as shown by the marginal R2 statistics in Table 2. These
findings should not suggest that the effects observed here are not practically significant.
Rather, these findings suggest that cognitive processes are complex, likely involving
several factors that were not formally accounted for in this study (e.g., operational
experience or other measures of clutter or saliency).

Label frequency did not uniquely predict fixation duration. It is unclear why label
frequency was not a significant predictor for fixation duration. It is possible that counting
the number of labels simply was not sensitive enough for this study. For example, label

Table 2. Marginal R2 and conditional R2.

R2
MLMðmÞ D inR2

MLMðmÞ R2
MLMðcÞ D inR2

MLMðcÞ
+Question type 0.26% – 99.44% –

+Fixation sequence 0.43% +0.16% 99.55% +0.11%
+Label frequency 0.43% +0.00% 99.55% +0.00%
+Edge density 0.57% +0.14% 99.49% −0.06%
+Delta E 2000 0.86% +0.30% 99.53& −0.05%
+Red density 0.94% +0.08% 99.54% +0.01%

Fig. 1. Predicted fixation duration values by significant display features from MLM.
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frequency ranged from 0–17, with a mean of 4.76, and standard deviation of 3.83.
Another possibility could have been that label frequency was not a valid measure for
visual clutter; for instance, it is possible that the frequency of labels does not adequately
capture the intricacies of visual clutter created from increasing display complexity. Future
research should explore alternative ways of measuring clutter.

4.2 Research Question 2: Was the Relationship with Display Features
on Fixation Duration in the Direction as Expected?

The directionality between edge density, Delta E, and red density with fixation duration
followed what was hypothesized (see Fig. 1). Edge density and red density both had a
positive relationship on fixation duration. Delta E had a negative relationship on fix-
ation duration. From a cognitive processing standpoint, increasing the amount of
graphical detail in a display (i.e., increasing edge density) may have a negative impact
on information extraction. This finding supports the application of NUREG-0700 1.2.8-
1 [2] when evaluating HSI displays, which suggests maintaining the minimal amount of
information needed to depict plant components on a mimic display. Further, assigning
multiple meanings to a single color (e.g., use of red for alarms and valve/pump state)
may also have a negative impact on cognitive processing (i.e., see NUREG-0700 1.3.8-
8 [2]). Though, the measure of red density should be further explored in future research
to validate it as an applicable measure of color conflict. Finally, the application of
different colors to convey meaningful information to the task at hand (e.g., in this case
to differentiate each product stream) may have had a positive impact on information
extraction (i.e., see NUREG-0700 1.2.8-6 [2]).

4.3 The Connection Between Fixation Duration and Cognitive Processing

An important point worth addressing is that the measure of fixation duration is not a
direct measure of cognitive processing [7]. Rather, it is inferred that increased fixation
duration is indicative of greater information processing requirements [11]. While there
is a strong body of literature to support this interpretation, there may be alternative
explanations. It is possible that there was another mechanism that can explain the
relationships observed between the display features and fixation durations in this study.
For instance, information rich display regions may have simply helped with refocusing
visual attention to those regions independent of information processing demands (e.g.,
these regions were more interesting to look at). It may be worth examining the effects
these display features on other measures of cognitive processing such as pupil diam-
eter, other eye movement metrics (e.g., saccade amplitude), subjective reports, or other
physiological measures such as heart rate variability in future research.

5 Conclusions

This research aimed at supporting in informing the HFE analyst of tradeoffs commonly
found in NUREG-0700 guidelines concerning the selection of colors to convey
information in HSI displays for NPP main control rooms, through quantification of the
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contribution of specific display features. Findings from this study suggest that (1) in-
creased graphical display features, (2) the application of more than one meaning to a
given single color, and (3) the overuse of the “dull screen” IRD principle each con-
tributed to increases in fixation duration, a measure of cognitive processing. Hence
when designing HSI displays, the findings from this paper support the need to ensure
that only the minimal amount of visual detail necessary for a meaningful representation
is used, color codes convey a single meaning (unless other performance-based evidence
strongly suggests otherwise), and that information important for operations is salient.
Future research should examine the role of these display features in a larger context,
such as inclusion of different tasks, demographic characteristics (e.g., years’ experi-
ence), and other display characteristics such as display complexity [28] for a more
holistic understanding of contributing factors that may influence fixation duration and
cognitive processes.

Acknowledgments. INL is a multi-program laboratory operated by Battelle Energy
Alliance LLC, for the United States Department of Energy under Contract DE-AC07-
05ID14517. This work of authorship was prepared as an account of work sponsored by an
agency of the United States Government. Neither the United States Government, nor any agency
thereof, nor any of their employees makes any warranty, express or implied, or assumes any legal
liability or responsibility for the accuracy, completeness, or usefulness of any information,
apparatus, product, or process disclosed, or represents that its use would not infringe privately-
owned rights. The United States Government retains, and the publisher, by accepting the article
for publication, acknowledges that the United States Government retains a nonexclusive, paid-
up, irrevocable, world-wide license to publish or reproduce the published form of this manu-
script, or allow others to do so, for United States Government purposes. The views and opinions
of authors expressed herein do not necessarily state or reflect those of the United States gov-
ernment or any agency thereof. The INL issued document number for this paper is: INL/CON-
17-43991.

References

1. Kovesdi, C.R., Joe, J.C., Boring, R.L.: A human factors engineering process to support
human-system interface design in control room modernization. In: 10th International Topical
Meeting on Nuclear Plant Instrumentation, Control, and Human Machine Interface
Technologies, pp. 1843–1855 (2017)

2. U.S. Nuclear Regulatory Commission: Human-System Interface Design Review Guidelines,
NUREG-0700, Rev. 2 (2002)

3. Kirwan, B., Ainsworth, L.K. (eds.): A Guide to Task Analysis: The Task Analysis Working
Group. CRC Press, Boca Raton (1992)

4. Kovesdi, C.R., Joe, J.C.: A review of human-system interface design issues observed during
analog-to-digital and digital-to-digital migrations in U.S. nuclear power plants. In: 10th
International Topical Meeting on Nuclear Plant Instrumentation, Control, and Human
Machine Interface Technologies, pp. 1568–1580 (2017)

5. Institute of Electrical and Electronics Engineers: IEEE Guide to the Evaluation of Human-
System Performance in Nuclear Power Generating Stations (IEEE Std. 845-1999). Institute
of Electrical and Electronics Engineers, New York (1999)

Quantifying the Contribution of Individual Display Features 463



6. Kantowitz, B.H.: Selecting measures for human factors research. Hum. Factors 34(4), 387–
398 (1992)

7. Wickens, C.D., Hollands, J.G., Banbury, S., Parasuraman, R.: Engineering Psychology &
Human Performance. Psychology Press (2000)

8. Jacob, R.J., Karn, K.S.: Eye tracking in human-computer interaction and usability research:
Ready to deliver the promises. Mind 2(3), 4 (2003)

9. Just, M.A., Carpenter, P.A.: Eye fixations and cognitive processes. Cogn. Psychol. 8, 441–
480 (1976)

10. Kovesdi, C., Rice, B., Bower, G., Spielman, Z., Hill, R., LeBlanc, K.: Measuring Human
Performance in Simulated Nuclear Power Plant Control Rooms Using Eye Tracking,
INL/EXT-15- 37311. Revision 0 (2015)

11. Goldberg, J.H., Kotval, X.P.: Computer interface evaluation using eye movements: methods
and constructs. Int. J. Ind. Ergon. 24(6), 631–645 (1999)

12. Parasuraman, R., Rizzo, M. (eds.): Neuroergonomics: The Brain at Work. Oxford University
Press, Oxford (2008)

13. Rosenholtz, R., Li, Y., Nakano, L.: Measuring visual clutter. J. Vis. 7(2), 17 (2007)
14. Braseth, A.O., Nurmilaukas, V., Laarni, J.: Realizing the information rich design for the

loviisa nuclear power plant. In: American Nuclear Society International Topical Meeting on
Nuclear Plant Instrumentation, Control, and Human-Machine Interface Technologies
(NPIC&HMIT), vol. 6, May 2009

15. Lew, R., Ulrich, T.A., Boring, R.L.: Nuclear reactor crew evaluation of a computerized
operator support system HMI for chemical and volume control system. In: International
Conference on Augmented Cognition, pp. 501–513 (2017)

16. Moffitt, K.: Evaluation of the fixation duration in visual search. Atten. Percept. Psychophys.
27(4), 370–372 (1980)

17. Irwin, D.E., Zelinsky, G.J.: Eye movements and scene perception: Memory for things
observed. Atten. Percept. Psychophys. 64(6), 882–895 (2002)

18. Unema, P.J., Pannasch, S., Joos, M., Velichkovsky, B.M.: Time course of information
processing during scene perception: the relationship between saccade amplitude and fixation
duration. Vis. Cogn. 12(3), 473–494 (2005)

19. R Core Team: R: A language and environment for statistical computing. R Foundation for
Statistical Computing, Vienna, Austria (2015). https://www.R-project.org/

20. Pau, G., Fuchs, F., Sklyar, O., Boutros, M., Huber, W.: EBImage - an R package for image
processing with applications to cellular phenotypes. Bioinformatics 26(7), 979–981 (2010)

21. Barthelme, S.: imager: Image Processing Library Based on ‘CImg’. R package version
0.40.2 (2017)

22. Gama, J.: colorscience: Color Science Methods and Data. R package version 1.0.4
23. Ooms, J.: tesseract: Open Source OCR Engine for R. R package version 1.6 (2017)
24. Barr, D.J.: Analyzing ‘visual world’ eye tracking data using multilevel logistic regression.

J. Mem. Lang. 59(4), 457–474 (2008)
25. Nuthmann, A.: Fixation durations in scene viewing: modeling the effects of local image

features, oculomotor parameters, and task. Psychon. Bull. Rev. 24(2), 370–392 (2017)
26. Pinheiro, J., Bates, D., DebRoy, S., Sarkar, D., R Core Team: nlme: Linear and Nonlinear

Mixed Effects Models. R package version 3.1-131 (2017)
27. Nakagawa, S., Schielzeth, H.: A general and simple method for obtaining R2 from

generalized linear mixed-effects models. Methods Ecol. Evol. 4(2), 133–142 (2013)
28. Hugo, J., Gertman, D.: A qualitative method to estimate HSI display complexity. Nucl. Eng.

Technol. 45(2), 141–150 (2013)

464 C. Kovesdi et al.

https://www.R-project.org/


Autonomous Algorithm for Start-Up
Operation of Nuclear Power Plants by Using

LSTM

Deail Lee and Jonghyun Kim(&)

Department of Nuclear Engineering, Chosun University, 309 Pilmun-daero,
Dong-gu, Gwangju 501-709, Republic of Korea

dleodlf1004@chosun.kr, jonghyun.kim@chosun.ac.kr

Abstract. Autonomous operation is one of the technologies of the forth-
industrial revolution that is attracting attention in the world due to the devel-
opment of new computer algorithms and the hardware performance. Its main
core technology is based on artificial intelligent (AI). Autonomous control,
which is a high level of automation, is having the power or ability of self-
governance in the overall system without human intervention. This study aims
to develop an autonomous algorithm to control the NPPs during start-up oper-
ation by using Long-Short Term Memory (LSTM) that is one of the recurrent
neural network (RNN) methods. RNN, which is a type of AI method, is suitable
for application to the NPP system because it can help to calculate the interaction
of non-linear parameters as well as to capture the pattern of time series
parameters. This study suggests a conceptual design for autonomous operation
during start-up operation from 2% power to 100% power in nuclear power
plants.

Keywords: Nuclear power plant � Long-short term memory
Autonomous algorithm

1 Introduction

In recent years, the core technologies of the forth-industrial revolution are attracting
attention in the world due to the development of new computer algorithms and the
hardware performance. Its main core technology in autonomous operation based on
artificial intelligent (AI).

Autonomous control, which is a high level of automation, is having the power or
ability of self-governance in the overall system without human intervention [1]. It can
have many advantages such as safety improvement through the highly automatic
system, optimal control in the system, adaptability even with a changing environment,
improved reliability of the operating system, and cost saving. Due to the advantages of
autonomous operation, it has been applied in many industrial areas, especially in those
areas that require high-level of precision and can reduce human burden.

Nuclear power plants (NPPs) are operating with manual control by operators as
well as automatic control by an automated algorithm in the system. The digital tech-
nology provides advantages such as processing of numerous data, improvement of
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system reliability, the flexibility of adding new functions, automation of periodic tests,
self-diagnostics, and improved operation [2]. NPPs have been able to increase safety
and efficiency as well as to reduce operator’s burden by applying digital automation
system. However, the level of automation for controlling NPPs during start-up oper-
ation is not at par with the autonomous control, because the intervention by operators is
still required in a large portion of the control.

Start-up operation is to raise the reactor power to 100% and thereafter generate the
electricity. It is normally performed by operators using operating procedures. It is
generally known that the burden of operators in this operation is higher than during
normal operations, because the operator has to determine the control strategy of
components by monitoring many physical parameters in the NPP. Therefore, to
decrease the burden of operators an increased automation level of NPPs to an auton-
omous control is expected to reduce the burden of operators.

This study aims to develop the autonomous power startup/shutdown control
algorithm by using AI method. In order to apply an AI method, the requirements have
been developed based on the general operating procedure as well as the operating
strategy of current NPPs. This study suggests an operator operation-based control
module framework, based on procedure and operating strategy, and the Long-Short
Term Memory (LSTM) method that is one of the recurrent neural network
(RNN) methods. The RNN, which is a type of AI method, is regarded as a suitable
approach for the NPP system because it can help to calculate the interaction of
non-linear parameters as well as to capture the pattern of time series parameters. For
designing the algorithm of the power start-up/shutdown control function, Sect. 2
introduces the suggested operation-based control module framework as well as the
LSTM. Section 3 explains the power start-up/shutdown control algorithm in detail.

2 Approach

2.1 Autonomous Operation System During Start-Up/Shutdown
Operation

This study proposes to alleviate the heavy workload of operators by leveraging the
advances of artificial intelligence. The purpose of this system is to operate NPPs by one
operator during start-up/shutdown operation. An autonomous system can perform
functions such as control, diagnosis, self-validation, decision making, and adaptation,
to achieve its purpose. Figure 1 shows the suggested framework of the autonomous
operation system. It consists of functions such as power start-up/shutdown control
function, accident diagnosis/protection control function, performance monitoring
function, strategy selection function, and operator interaction function.

Power start-up/shutdown control function that is the target function of this study
can control and monitor NPPs based on the operator action by using the operating
procedure. Accident diagnosis/protection control function can diagnose the accident
through monitoring NPPs, and control the NPPs to mitigate the accident. Performance
monitoring function can monitor the performance of power start-up/shutdown control
function as well as plant parameters. Strategy selection function can select the
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operation strategy through the output results that are generated at the accident
diagnosis/protection function and the performance monitoring function. Operation
interaction function not only can exchange information between the operator and an
autonomous operation system but also can transfer manual control signal to an
autonomous control system.

2.2 Operator Module Framework

This study suggests the operator module framework for designing the power
start-up/shutdown control function. The power start-up/shutdown control should be
considered by existing NPP operators to be performed by four operators. Operator
module framework uses modular operators that reflect current operator’s role. In NPPs,
operator’s role is a controller role to perform the situation assessment, system moni-
toring, detection, planning response, and action. The cognitive ability of operators is
applied to design the automation system as well as operation support system [3].
Therefore, each operator module can perform the function considered current opera-
tor’s duties.

In order to design power start-up/shutdown control function, the operator module
framework includes four modular operators. Currently, operators in NPPs consist of a
senior reactor operator (SRO), a reactor operator (RO), a turbine operator (TO), and an
electrical operator (EO). They control components of NPPs in the main control room
(MCR) through decision-making of operators based on operating procedures [4].
Figure 2 shows simplified information exchange process between operators and control
panel in MCR. To reflect current operation strategy, the process of exchanging
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Fig. 1. Autonomous control framework during start-up/shutdown operation
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information between modules is based on the existing information exchange process of
operators in NPPs. Therefore, operator module framework is developed as four oper-
ator modules such as SRO module, RO module, TO module and EO module.

In addition, operator module framework can control and monitor sequentially or
simultaneously because of current operation strategy. The current operators control
components sequentially or simultaneously based on operating procedure. Procedures
are essential to plant safety because they support and guide personnel interactions with
plant systems and personal responses to plant-related events [5]. The structure of
operating procedure is divided into an operation mode definition, an initial condition
check, a monitoring limitation/precaution, and performing operation steps. The oper-
ation steps are written on the operating procedure in order. However, the operator can
perform simultaneously or sequentially because of actions that require controlling and
monitoring simultaneously. Therefore, in order to consider sequential or simultaneous
control and monitoring, each operator module has their procedure steps that are based
on current operating procedure. Figure 3 shows the process in which the existing
procedural steps are assigned to the SRO/RO/TO/EO module.

Each module has functions considering the operation process of the existing
operator. For designing functions, Table 1 shows the function design process in a
structured way. Function design process can help for reflecting all the duties of the
operator during power start-up/shutdown operation in the module.

2.3 Long Short-Term Memory (LSTM)

To decide the control signal in each procedure, procedure steps in the operator module
used LSTM network as a calculation tool. LSTM network is one of the recurrent neural
network (RNN) that is an AI method. Generally, LSTM network can calculate output

RO TO EO

SRO

Fig. 2. The simplified interaction between operators
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data from multiple input data. Besides, it can process long temporal sequences of data
because of structural characteristics. In each procedure, the process for calculating
control signal is similar to figure out the output data from multiple input data in LSTM
network. Each procedure step is the process for calculating control signal through
parameter trend and state monitoring of NPPs. Each operator module can calculate
control signal in each procedure step by using LSTM network. Figure 4 shows an
example of RO module applied LSTM network.

LSTM network can also generate control signal included the experiential operation
of operators using operation history data. The learning process is required to use the
LSTM network. LSTM network, which uses supervised learning, is trained through
training data. Trained LSTM network using the operation history data can have
operation ability based on operating procedure as well as experiential operation.

Fig. 3. The design process of SRO/RO/TO/EO module based on operating procedure

Table 1. The function design process

No. Process

1. Duty analysis of existing operators
2. Design of operation algorithm through analyzed duty
3. Define individually designed operation algorithms as functions and define input/output

of algorithms
4. Combination of defined functions according to input/output of algorithms
5. Define the input/output of the module
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3 Design of Power Start-Up/Shutdown Control Function

To design the power start-up/shutdown control function in the autonomous operation
system, this study suggested an operator module framework for an LSTM network.
LSTM network focuses on applying the operator module framework. LSTM network
modeling, training, and validation are not considered in this paper.

This section explains the deigned power start-up/shutdown control function in
detail by applying the operator module framework and LSTM network, which are
proposed in the previous section. Figure 5 shows the overall structure of the power
start-up/shutdown control function. The purpose of this function is to control and
monitor NPPs based on the operating procedure as well as the current operation
strategy during start-up/shutdown operation. The input/output of the function consider
the input/output of other functions. Therefore, the function has systemic interaction
with other functions. The input consists of plant parameter, which includes physical
value and component states, and operation strategy from the strategy selection function.
The output includes important plant parameter and control signal.

To reflect current operation strategy, the function has SRO/RO/TO/EO module that
are modeled module through current operator’s duties. SRO module is able to monitor
plant parameter and instruct RO/TO/EO module to control NPPs. RO/TO/EO module
can control NPPs as well as report the results of the control to SRO module.

Fig. 4. Example of RO module applied LSTM network
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3.1 Senior Reactor Operator (SRO) Module

The purpose of the SRO module is to provide RO/TO/EO module operation signals and
monitor operation based on operating procedures. Functions of SRO module are
defined as the existing operation process of SRO. Current SRO has duties that are
operating strategy decision, determining operation mode, checking limitation/
precaution condition, checking initiation condition, monitoring plant parameter as
well as the performance of operators, and instructing operation strategy to RO/TO/EO
based on operating procedure during start-up/shutdown operation. Figure 6 shows the
connection of modeled function in the SRO module through the SRO actions.

Strategy Selection Function. To receive operation strategy of the upper level, strategy
selection function is used to an input gate in SRO module. Strategy selection function
can transmit the operation strategy, which includes limiting condition for operation
(LCO), general power start-up/shutdown operation, accident operation and the manual
control by an operator, to other functions in SRO module. In addition, this function is

Fig. 5. The overall structure of power start-up/shutdown control function
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able to stop the power start-up/shutdown control function when receiving the signal for
manual control or accident operation.

Operation Mode Monitoring Function. Operation mode monitoring function can
calculate current/goal operation mode. This function considers the process for defining
operation mode by the existing operator by monitoring plant parameter. Current
operation mode provides the guideline for selecting operating procedure in
limitation/prevention monitoring function, initiation-monitoring function, and
sub-strategy selection function. Goal operation mode is used in the sub-strategy
selection function to identify the satisfaction of operation goal. In addition, operation
mode monitoring function requests a modified operation strategy to the strategy
selection function. It needs to deal with the wrong operation strategy when there is
excessive operation mode change.

Initiation Monitoring Control Function. Initiation monitoring control function can
monitor initial conditions according to current operation mode and operate the com-
ponents to meet the required initial conditions. To start operating procedure steps,
operators check initial condition suggested in procedure. Moreover, operators control
components to satisfy initial condition. Therefore, initiation monitoring control func-
tion is possible by instructing the component control through RO/TO/EO module.

Limitation/Precaution Monitoring Function. The operator controls component
according to limitation/precaution condition based on operating procedure. To reflect
limitation/precaution condition in SRO module, this function monitors the plant
parameter about limitation/precaution condition. It can also send the warning signal to
the sub-strategy function. The warning signal means that the RO/TO/EO module
operate out of limit and precaution condition.

Fig. 6. Connection of function in SRO module
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Sub-strategy Selection Function. Sub-strategy selection function allows the
RO/TO/EO module to assign the control signal to RO/TO/EO module by using the
output parameter of other functions. Sub-strategy function has been added to consider
operator duty that is instructing operation strategy to RO/TO/EO based on operating
procedure. Sub-strategy function can perform actions like (1) requisition for checking
overall system state (i.e., when a problem occurs with RO/TO/EO module a control
feedback is sent to SRO module), (2) setting up sub-strategy, (3) system monitoring,
(4) assigning the control signal to RO/TO/EO module through operation mode,
sub-strategy and limitation/precaution condition. Table 2 shows an example parameter
of the sub-strategy selection function.

The Sequence of Event (SOE) Function. In order to operate some components
during power start-up/shutdown operation, sequential operation is required. SOE
function allows RO/TO/EO module designed to enable the sequential operation of the
component. In addition, it monitors the performance of RO/TO/EO module.

Overall System Check Function. Overall system check function is added for
checking the overall system or component state according to the request of the
sub-strategy selection function. Overall system check function can try assignment of
the control signal to RO/TO/EO module. If the assigned control signal cannot operate
the component, it sends problems to the upper-level function. This warning signal helps
to modify the operation strategy in upper-level function.

Table 2. Example parameter of the sub-strategy selection function

Type Parameter Data

Input Operation strategy Increase reactor power from 2% to 50% within 50 min
Input Operation mode Mode 2 (current) ! Mode 2 (goal)
Input LCO mode None
Input Initiation condition Satisfaction
Output Sub-strategy

selection
Increase turbine set-point to 1800 RPM with 8% reactor
output within 5 min

Output RO module Maintain 8% ± 1% reactor power
Output TO module Increase turbine set-point to 1800 RPM within 5 min
Output EO module None
Input Control feedback Satisfaction
Output Self-checking

request
None

Input Self-checking result None
Input limitation/precaution Excess reactor power increasing rate
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3.2 Reactor Operator (RO), Turbine Operator (TO), Electrical Operator
(EO) Module

RO/TO/EO module allow for controlling components through assigned control signal
of SRO module as well as plant parameter. In order to control the NPPs, functions
consist of procedure navigation function and procedure-step control function. Figure 7
shows the connection of functions in RO/TO/EO module.

Procedure Navigation Function. The procedure navigation function has been added
to provide operation steps to the operator module. This function can find operation
steps through output data, which is the sub-strategy as well as the operation mode. Each
of RO/TO/EO modules have their operation steps.

Procedure Step Function. The procedure step function is to allow the generation of
the control signal of the component via plant parameter monitoring, procedure steps,
LCO mode condition and limitation/precaution condition. Moreover, it can control
each component according to the initiation monitoring control function and the overall
system check function in SRO module. The procedure step function receives defined
procedure steps from the procedure navigation function. LSTM network is applied in
the procedure step function to calculate control signal. LSTM network can calculate
control signal through the plant parameter as well as input data of the procedure step
function. Figure 8 shows an example of the LSTM network and the parameter of the
procedure step function for a specific operating step.

Fig. 7. Connection of function in operator module
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4 Conclusion

This study attempted to design power start-up/shutdown control function in the
autonomous operation framework. In order to design the function, this study suggested
the operator operation-based control module framework and LSTM method, which is
one of the AI methods. This approach enables the systematic analysis of the power
plant system and the implementation of the LSTM network in the designed function.
This study shows a detailed design of power start-up/shutdown control functions, their
relationships, and their sub-functions. In order to develop the autonomous control
system, this designed function will be used for applying LSTM network.
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Abstract. The objective of this study is to investigate the feasibility of
developing a worker psychological distress monitoring system using Elec-
troencephalogram (EEG). Psychological impairment has emerged as a key
security (insider threat) and safety (human error) issue at Nuclear Power Plants
(NPPs) as well as other industries. Although the U.S. Nuclear Regulatory
Commission (NRC) highlighted the importance of NPP workers’ Fitness-For-
Duty (FFD) to ensure personnel reliability, current FFD programs only consider
drug and alcohol testing and fatigue management. However, today’s bio-signals
technology makes it possible to monitor the physical and mental state of
workers. Thus, this study examines the feasibility of using EEG indicators to
identify potentially-at-risk workers, especially those with acute psychological
distress. We reviewed historical cases of insider threat and human error at
nuclear facilities, and analyzed these cases from the perspective of a suspect’s
mental health. Based on bio-signal literature, a variety of EEG indicators
identified at risk workers with a psychological impairment. As such, we selected
the following: (1) Frontal EEG asymmetry; (2) EEG coherence; and (3) the
variations of frequency domain EEG indicators (Theta, Alpha, Beta and
Gamma) at certain brain area. To verify the appropriateness of these EEG
indicators in realistic situations, this study performed a pilot experiment. The
resting states of EEG (Eye Closed and Eye Open) were recorded on 56 student
subjects (36 healthy and 20 with a high score for depression and anxiety
symptoms). The resting states of EEG results showed a statistically significant
difference between at-risk students and healthy students. This means specific
EEG indicators can be used to classify the mental status of workers. These
results can be applied directly to the mental health monitoring system of nuclear
power plants as well as the industries requiring high reliability (aerospace,
military and transportation).
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1 Introduction

Fitness-For-Duty (FFD) refers to the physical and/or mental ability of an employee to
perform safely the essential functions of his or her job [1]. The Nuclear Regulatory
Commission’s (NRC’s) regulation 10 CFR part 26, highlights the importance of FFD
programs. Specifically, nuclear facilities should have reasonable assurance that workers
are (1) not under the influence of any substance, legal or illegal, and (2) not mentally or
physically impaired from any cause [2]. To comply with this regulation, nuclear
industries implemented a drug & alcohol test and fatigue management (through
reporting an employee’s working hours) [3]. However, current FFD programs are
limited in evaluating psychological distress.

According to the literature, mental health problems are caused by work stress, job
dissatisfaction, occupational exposure, marital conflict, martial satisfaction, human
relationship and other personal reasons [4]. Psychosocial distress is one of the major
health hazards for NPP workers [5, 6]. There are situations where NPP workers are
required to work with multiple layers of personal protection equipment under stressful
conditions. This was true for Chernobyl clean-up workers, who ultimately experienced
depression, anxiety disorders, post-traumatic stress disorder, headaches and suicidal
thoughts, at higher rates than the general population [7]. According to the research, the
cleanup workers’ psychosocial stresses continued for 18 years after the Chernobyl
nuclear accident. Likewise, a growing number of Japanese workers, who risked their
health to shut down the crippled Fukushima Daiichi nuclear power plant, are suffering
from depression, anxiety about the future and a loss of motivation [8]. Thus, moni-
toring a worker’s mental health is important.

Nuclear industries understand the importance of mental health services, but hesitate
to implement an assessment program due to concerns associated with the difficulties of
implementing regular check-up and a shortage of experts. Currently, TEPCO is con-
sidering hiring a full-time psychiatrist to provide counseling services for the TEPCO
workers on a monthly basis [9]. However, this action has limitations due to its sub-
jective and potentially biased results; this is mostly a reactive approach; and the ser-
vices are infrequent. Fortunately, today’s healthcare bio-signals technology makes it
possible to monitor the physical and mental state of individuals. Thus, this study
examines the feasibility of using EEG signal indicators to identify Potentially-at-risk
workers, especially those under psychological distress.

2 Historical Cases Related to Mental Health Issues

Actual case studies [10] allow us to understand the importance of mental health
problems in nuclear facilities. This section reviews historical cases where a psycho-
logically impaired person caused an incident in a nuclear or non-nuclear,
high-reliability facility. The first case addresses the theft of UO2 (two 5 gal cans) at a
GE Low Enrichment Uranium Plant, Wilmington, United States, in 1979 [11, 12].
David Learned Dale was a temporary employee of a GE subcontractor who was suf-
fering from depression. The financial impact of the incident was about a million-dollar
loss to the GE Company.
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The second case involved the murder of 13 people at the Fort Hood Army base.
Major Nidal Malik Hasan was a 39-year-old U.S. Army psychiatrist, of Palestinian
descent. For the last six years, supervisors gave him poor evaluations and warned him
that he was doing substandard work. Unfortunately, no action taken, even though there
may have been cues to his potential for committing a bad action. Peers described him as
“disconnected,” “aloof,” “paranoid,” “belligerent,” and “schizoid”. Ultimately it was
determined that his motivation for the killings was ideological combined with a mental
problem.

The third case was the March 2015 German airplane crash. The cause of the
accident was not a mechanical defect but rather a mental problem with the flight’s first
officer. He was suffering from depression, and he decided to commit suicide killing all
passengers and crew onboard.

There have been numerous cases where a tragic or costly incident resulted from a
worker’s psychological impairment, especially depression. In addition, both depression
and anxiety are reported to be serious modern diseases caused by job stressor [13–15].
Thus, this study selected depression and anxiety symptom for investigating mental
health problems using Electroencephalogram (EEG).

3 Electroencephalogram (EEG) Indicators

Before performing a pilot experiment investigating the feasibility of monitoring a
worker’s mental status using EEG, this study reviewed significant EEG indicators from
previous studies. Based on this literature review [16–24], a variety of EEG indicators
can be used to identify an at risk worker having a psychological impairment. The EEG
indicators selected were: (1) Frontal EEG asymmetry; (2) EEG coherence; and (3) the
variations of frequency domain EEG indicators (Theta, Alpha, Beta and Gamma) at
certain brain area. Table 1 describes the specific features associated with depression
and anxiety, and possible EEG indicators to measure these symptoms.

Most studies focused on two EEG indicators, asymmetry and coherence, for
interpreting these psychological symptoms. To determine the adequacy of this
approach, the third indicator was analyzed to clarify its value in detecting a worker’s
mental health.

Table 1. EEG Indicators related to depression and anxiety

Specific
features

Possible EEG indicators

Depression
anxiety

- Alpha frontal asymmetry: Vulnerability to depression and anxiety.
Greater right than left activity in case of depression and anxiety [16–21]
- Alpha parietal asymmetry: Leftward shift in parietal asymmetry in case
of depression [22–24]
- Alpha coherence in high right parietal activity in case of anxiety [23]
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4 Pilot Experiment

Participants. Atotal of 56 subjects (36 healthy and 20 high score of depression and
anxiety symptoms students) participated in this experiment. The subjects were engi-
neering undergraduate or graduate students at the Korea Advanced Institute of Science
and Technology (KAIST). The mean age of the sample population was 23.8 years with
an age range of 19–29 years. None of the subjects reported a history of brain or heart
disease, including their family members. The participants were not smokers, and they
avoided alcohol and caffeine consumption the day before the experiment. In addition,
none of the subjects took drugs commonly prescribed for minor ailments (indigestion,
headache, cold). Prior to conducting the experiment, the KAIST Ethics Committee for
Research on Human Subjects approved this study. Fully informed about the purpose,
methods, and possible risks associated with the study, the students provided written
consent before participating.

To group the participants into categories that signified a recognized range of
depression and anxiety, we prepared a survey based on the short-form version of the
Depression Anxiety Stress Scales (DASS-21) [25]. The DASS-21 consists of 21
negative emotional symptoms. Participants rated the extent to which they experienced
each symptom over the past week, on a 4-point severity/frequency scale. Participant
scores for the depression, anxiety and stress were determined by summing the scores
for the seven questions in each of the three categories. Multiplying each summed score
by two, allowed us to compare our results with the normal DASS (42 items). Scores
can range from 0 to 56. The scores represent the severity of the subject’s symptoms:
Depression (above 21), Anxiety (above 15), and Stress (above 26). Scores above 26
indicate the subjects are suffering severe clinical symptoms. However, there were no
severe depression and anxiety students based on the collected data. Thus, the ten
students suffering from moderate level of depression and anxiety were categorized into
the mental problem group.

The EEG Recording. An EEG system with 19 channels (BrainMaster Discovery
24ETM (Brain Master Technologies Inc.)) recorded EEG data with Linked ears ref-
erence (LE). The 19 channels are labeled Fp1, Fp2, F3, F4, F7, F8, Fz, C3, C4, Cz, T3,
T4, T5, T6, P3, P4, Pz, O1, and O2. The electrodes are arranged in the international
10–20 system. Participants wore an electro cap with matching channel positions.
The EEG data was recorded in the resting status (eye closed, eye open). During the
EEG recording, the impedance was kept below 5kohm. All channels of EEG are
acquired with the sampling rate of 256 Hz, 24 bits resolution.

EEG Analysis. A Quantitative EEG (QEEG) analysis [26] is a computer analysis of
the EEG signal using 19 or more channels of a simultaneous EEG recording. First, raw
digital EEG data are recorded, then analyzed and compared against a reference data-
base of “normal subjects” found in the literature (NeuroGuide normative database). To
evaluate the digital EEG Frequency-based analysis, the Fast Fourier Transform
(FFT) algorithm was used. EEG frequency bands were categorized into the fourteen
bands: (1) Delta: 1–4 Hz; (2) Theta: 4–8 Hz; (3) Alpha: 8–12 Hz; (4) Beta: 12–25 Hz;
(5) High Beta: 25–30 Hz; (6) Gamma: 30–40 Hz; (7) High Gamma: 40–50 Hz,
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(8) Alpha1: 8–10 Hz; (9) Alpha2: 10–12 Hz; (10) Beta1: 12–15 Hz; (11) Beta2: 15–
18 Hz; (12) Beta3: 18–25 Hz; (13) Gamma1: 30–35 Hz; and (14) Gamma2: 35–40 Hz
[27, 28].

EEG raw data were subjected to a Fast Fourier Transform (FFT) algorithm to
calculate the absolute (�V2) power and relative (%) power and the FFT Power Ratio
(Arb). Absolute Power is the actual power (voltage) in a subject’s EEG database
(Power is microvolts squared). Relative Power is the relative power of each given
band/sum of power from 1 to 50 Hz. FFT Power Ratio is calculated by one given
band/other given band.

Multivariate Analysis of Variance (MANOVA) Analysis [29]. The MANOVA uses
SPSS 24 software. It compares the variations between groups, with the variations
within groups. MANOVA is used when there are two or more dependent variables. To
perform the MANOVA analysis, requires meeting some assumptions. We assumed
normal distribution of dependent variables, linearity, and homogeneity of variances and
covariance [30, 31]. The results from the MANOVA analysis can be evaluated using
p-value. The p-value or probability value is the probability for a given model that,
when the null hypothesis is true, the statistical summary (such as the sample mean
difference between two compared groups) will be the same as or of greater magnitude
than the actual observed results [32]. Statistical significance (p-value) is something that
can be measured to a given confidence level: P* < 0.05 and P** < 0.01.

5 Experiment Results

Whether a subject suffered from psychological distress or not, we grouped them into a
fitness status: (A) Normal, (B) Moderate depression and (C) Moderate anxiety. To
diagnose their symptoms clearly, they answered DASS-21 questionnaires. After
grouping, we examined the fourteen values (i.e., Delta, Alpha, Theta, Beta, High Beta,
Gamma, High Gamma, Alpha1, Alpha2, Beta1, Beta2, Beta3, Gamma1 and Gamma2)
of absolute power and relative power using an EEG during the resting states (Eye
closed and Eye open), respectively. In addition, the variation of 10 FFT power ratios
(Delta/Theta, Delta/Alpha, Delta/Beta, Delta/High-Beta, Theta/Alpha, Theta/Beta,
Theta/High-Beta, Alpha/Beta, Alpha/High Beta and Beta/High Beta) were compared
depending on three different groupings above.

To categorize the differences in the three groups, this study examined the multi-
variate test of significance, using Wilkys’ lambda (�), which relates directly to the
F-distribution. Wilks’ lambda is a test statistic used in MANOVA to test whether there
are differences between the means of the identified groups of subjects, for a combi-
nation of dependent variables [33]. Accordingly, we will reject the null hypothesis if
Wilk’s lambda is small (close to zero). This test considers the dependent values of 28
absolute EEG power, 28 relative EEG power and 20 FFT Power ratio (called
Band-to-Band Power ratio). These values were affected by the independent variable,
mental status (� = 0.455; F = 7.659; p < .0001). Based on the mental status factor, the
MANOVAs showed significant effects 60 possible EEG indicators from 76 (total) EEG
indicators.
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Fig. 1. The Absolute Power differences of three groups: Group mean (±S.E.) Absolute Power
difference (y-axis) between three groups for fourteen indicators (x-axis) during Eye Closed and
Eye Open. The significant indicator (P < 0.01 and P < 0.05) differences between the two groups
(A vs B, A vs C, B vs C) were marked as ** and * in the Figure.
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Fig. 2. The Relative Power differences of three groups: Group mean (±S.E.) Relative Power
difference (y-axis) between three groups for fourteen indicators (x-axis) during Eye Closed and
Eye Open. The significant indicator (P < 0.01 and P < 0.05) differences between the two groups
(A vs B, A vs C, B vs C) were marked as ** and * in the Figure.
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Fig. 3. The FFT Power Ratio differences of three groups: Group mean (±S.E.) Power Ratio
difference (y-axis) between three groups for ten indicators (x-axis) during Eye Closed and Eye
Open. The significant indicator (P < 0.01 and P < 0.05) differences between the two groups (A
vs B, A vs C, B vs C) were marked as ** and * in the Figure.
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Figures 1, 2 and 3 show the differences between the mean values of possible EEG
indicators depending on a subject’s different mental status. Compared the normal
group, the depressive group showed greater overall relative beta power and absolute
beta power [34]. During the resting eyes closed EEGs, depressive subjects showed
elevated alpha and beta compared to the control group [35]. In addition, delta and theta
band activity is increased [36, 37]. Depressive symptoms relate to decreases in SDNN,
RMSSD and HF [38, 39]. The greater the severity of the symptoms, the greater the
reduction in heart rate variability. In addition, the Heart Rate Variability test may reflect
the severity of the symptoms [38, 40].

In previous studies [41, 42], reduced EEG alpha activity and increased beta activity
appeared to reflect cortical activation. These changes were associated with anxiety. Our
research results were the same as the previous studies. From these results, 60 indicators
can define a subject’s mental status. These differences could detect an NPP worker with
an abnormal status.

6 Summary and Discussion

This paper investigated the use of power spectrum analysis on EEG data to identify a
worker’s mental state. A total of 56 subjects’ resting states of EEG were recorded. For
mental problem (depression and anxiety) identification, we examined fourteen fre-
quency bands of EEG indicators: (1) Absolute power of 14 bands; (2) Relative power
of 14 bands; and (3) 10 FFT power ratios. These were analyzed depending on the
independent variables (76 EEG indicators) and dependent variable (subject’s mental
status: normal, moderate depression and anxiety). Using MANOVA, the pilot test
results were validated. These results showed the resting states (Eye closed and Eye
Open) for EEG indicators have a statistically significant difference for at-risk students
compared to healthy college students.

There were limitations of this study. First, given the small sample size, we urge
readers to be cautious in interpreting our data. Second, there were limitations in the
existing self-report scales for anxiety and depression by Gotlib and Cane [43] and Clark
and Watson [44] research. Third, EEG signals are different for each person, so indi-
vidual difference should be considered. Steven Luck’s publication [45] mentioned that
a participant’s EEG recording has individual differences. Finally, depression and
anxiety related to EEG indicators, though studied, does not have an established,
commonly accepted theory. Known and Unknown issues will be examined in future
work. Despite unresolved issues, these results can apply directly to a mental health
monitoring system at nuclear power plants as well as industries requiring high relia-
bility such as aerospace, military and transportation.
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Abstract. Accident diagnosis is regarded as one of the complex tasks for
nuclear power plant (NPP) operators. In addition, if the accident occurs during
the startup operation, it is hard to cope with the situation appropriately because
the initial conditions are different from the normal operation mode. Although
operating procedures are provided to operators, accident diagnosis and control
for recovery are difficult tasks under extremely stressful conditions. In order to
achieve safe operation during the startup operation, this study proposes algo-
rithms not only for accident diagnosis but also for protection control using long
short-term memory (LSTM), which is an advanced version of recurrent neural
networks, and functional requirement analysis (FRA). Using the LSTM, the
network structures of algorithms are built. In addition, FRA is performed to
define the goal, functions, processes, systems, and components for protection
control. This approach was trained and validated with a compact nuclear sim-
ulator for several accidents to demonstrate the feasibility of diagnosis and
correct response under startup operation.

Keywords: LSTM � FRA � Accident diagnosis � Protection control

1 Introduction

The goals of nuclear power plants (NPPs) are safe operation and power generation. To
ensure safety, specific procedures and training programs are served to operators in
preparation for not only the general operations but also transients or anomalies. The
operator should diagnose the NPP state correctly and respond appropriately by using
these procedures.

However, both the diagnostic activity and control to deal with the situation are
known to be difficult and complex tasks. To diagnose the status of an NPP, operators
should recognize plant states and alarms as well as check numerical instruments such as
indicators. Due to the high quantities of variables generated by these measurements, it
can increase the difficulty of diagnosis. In addition, the continuous monitoring under
abnormal situations can be a mentally burdensome task for operators because they have
to find success paths and respond to anomaly at the same time [1].
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Moreover, in case of startup operation, it has different features that can disrupt
awareness of the NPP state. In terms of the diagnostic activities under full power
operation, generally, the status of NPP variables is stable. Thus, the detection of
anomaly or abnormal condition is easier than startup operation. Also, the procedures
are well prepared depending on the type of anomalies or accidents. However, accident
diagnosis in startup operation is more complex than full power because several oper-
ation modes can exist. Each operation mode has different and various plant states (e.g.,
pressure condition, reactor coolant temperature, and water level) so that operators
cannot interpret the situation easily, even it can cause the wrong diagnosis. Even
though there are procedures for responding to specific events, the situation may be
different. This is due to the unavailability of components and systems for various
reasons (e.g., maintenance activity, bypassing, and unsatisfactory condition to use), so
that they cannot be operable at a necessary time. Therefore, the safety of NPP can be
decreased by the weakening of the defense in depth concept and lack of risk man-
agement [2].

In this light, this study aims to develop an accident diagnosis algorithm and
autonomous control algorithm to protect the NPP under abnormal situations in the
startup operation. Functional requirement analysis (FRA) is performed to figure out the
structure of NPP safety functions for control. In accordance with the time series feature
of NPP datasets, an improved recurrent neural networks (RNN), long short-term
memory (LSTM), which is a kind of the artificial neural networks (ANN), is applied to
develop the algorithms. The network is trained through a compact nuclear simulator
(CNS) that is the implementation model of a Westinghouse three-loop, 930MWe
pressurized water reactor (PWR). The demonstration of its applicability is validated
with some test datasets.

2 Methodology

This study proposes two methodologies (i.e., LSTM and FRA) to develop the algo-
rithms. The LSTM is applied to developing the algorithm structure to diagnose the
accident and control the functions under abnormal situation or emergency. FRA is
performed for decomposing safety functions to control considering the goal of safety
and to draw inputs and outputs of those functions.

2.1 Long Short-Term Memory (LSTM)

Varieties of diagnostic algorithms and control algorithms have been suggested to reduce
the burden of operators and help respond correctly to anomalies in NPPs. For instance,
ANN, fuzzy logic, the hidden Markov model (HMM), and the support vector machine
(SVM) are representative examples and these kinds of algorithms applied approaches
based on artificial intelligence (AI) techniques generally. The ANN is regarded as one of
proper approaches to cope with datasets in the pattern recognition to find features within
the given datasets that are non-linear and dynamic. It is especially a promising method
for the accident diagnosis and control because a characteristic of accident diagnosis and
control of NPPs is feature extraction and response in context [3–7].
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Among the artificial intelligence approaches, especially the RNN shows good
performance at analyzing time series data (i.e., data which include sequential infor-
mation). Unlike the conventional ANN-based methods, RNN assumes that the input
and output are not independent from each other, that is, sequential data can be used as
input for an algorithm. In addition, by every element of a sequence, the same calcu-
lation is performed and the output result is affected by the previous calculation result.
Therefore, the structure of arrangement of units looks like a circulation shape, thus, all
units share the same parameters in contrast with general ANNs with different param-
eters. Due to the circular structure, it can reflect the features of sequential data so that it
can naturally represent dynamic systems and can capture the dynamic behavior of a
system.

However, even though RNN can learn past values through time (i.e., back prop-
agation through time), too much back propagation for a long time causes either the
blowing up or vanishing gradient problem. Because the RNN cell is composed of
multiplication operations, regardless of whether the value is small or not, a repetitive
multiplying operation can result in wrong consequences. In the case of blowing up, it
may cause the oscillation of weights, whereas vanishing gradient problem may lead
weights to be almost zero.

The LSTM was proposed to resolve the above mentioned issues of RNN. It has
been developed based on RNN architecture for processing long sequential data.
Although the LSTM is based on RNN, it can deal with long sequential data because the
cell unit structure is different. In case of LSTM, it uses a specific cell unit, which is
called a memory cell in place of RNN neuron. Each LSTM cell unit consists of three
gates (i.e., input gate, forgetting gate, and output gate), and through these gates, it
adjusts the output values. In case of the input gate, it determines how much to reflect
the input value, whereas the forgetting gate determines the degree to forget the value of
previous cell state. In addition, the output gate determines the degree of output.
Figure 1 shows the LSTM cell architecture applied in this study [8]. The Eqs. (1) to (4)
stand for each gate denoted by ‘i’, ‘o’, ‘f’, and input node denoted by ‘g’ which has
tanh activation function denoted by ‘/’.
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These equations update a layer of memory cells h tð Þ
l where h tð Þ

l�1 represents the

previous layer at the same sequence step and h t�1ð Þ
l represents the same layer at the

previous sequence step. Because of these advantages, the LSTM has been applied for a
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variety of tasks for varying-length sequential data, such as natural language processing,
sentiment capture from writings, video classification on the frame level, automatic
speech recognition, genomic analysis and so on [9–11].

2.2 Functional Requirement Analysis (FRA)

To verify the functions that must be carried out for responding to accidents or
anomalies, an FRA has been performed for the goal of plant safety. This approach is a
top-down comprehensive analysis of the requirements for developing control algo-
rithm. Through the FRA, it is possible to provide the framework with functions nec-
essary for ensuring safety and to identify the system and the device that are responsible
for satisfying the functions [12].

There are four steps to perform FRA as follows:

Step 1. Determining the scope of FRA
Before performing the FRA, the scope of FRA to design the model should be deter-
mined considering the goal of the project. The scope can be identified in consideration
of goal-related documents such as design descriptions of the plant, operation proce-
dures, etc. Then, high-level functions that are related to the goal can be identified as
outputs (e.g., functions which are critical for safety).

Step 2. Decomposing the high-level functions
The high-level functions consist of low-level functions, which are processes and sys-
tems necessary for achieving the goal. From decomposing the high-level functions,
processes and systems to achieve the goal can be extracted as outputs. To decompose
the high-level functions, the research and investigation of operation methods for the
relevant function should be performed.

Step 3. Characterizing the functions
The combination of systems and components used to achieve a function should be
characterized. Identification of how systems and components perform the functions are
performed. The outputs from this step are the fundamental components and subsystems
related to functions.

Fig. 1. The architecture of the LSTM cell
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Step 4. Verification of FRA
The final step of the implementation of the FRA is verification of the results. In
accordance with the review of NRC criteria [12], verification should be performed. In
addition, it may change existing safety functions or introduce new functions.

3 Accident Diagnosis Algorithm

This chapter introduces accident diagnosis algorithm considering the plant dynamics
and operational mode. To reflect the time-series characteristics, the LSTM network
structure is used. The algorithm is trained with the data obtained from the compact
nuclear simulator. The validation of network is performed with the test datasets.

To model the algorithm, a desktop computer with the following hardware config-
urations is used: NVIDIA GeForce GTX 1080 8 GB GPU, Intel 4.00 GHz CPU,
Samsung 850 PRO 512 GB MZ-7KE512B SSD, and 24 GB memory. Python 3.6.3 is
used for coding language that is one of the most popular computer languages for
machine learning and deep learning. The libraries developed to model the algorithm for
machine and deep learning (e.g., Keras, Tensorflow) were used for implementation.

3.1 Classification of Operational States

This study identifies different operational states during the startup operation. The
framework of accident diagnosis algorithm was developed considering both the com-
plex NPP characteristics and dynamic states under startup operation. In case of accident
diagnosis under startup operation, operation modes are different so that initial condi-
tions under accident or anomaly are different by mode. In addition, even if the oper-
ation mode is same, the availability of components or systems can be different
depending on the time of occurrence. Thus, the accident diagnosis algorithm should be
built in consideration of modes and important steps that can change the availability or
plant state.

3.2 Network Modeling for Accident Diagnosis

The network model based on the LSTM for accident diagnosis can be regarded as a
multi-classification problem [13]. Therefore, the model is designed as a many-to-one
structure. Figure 2 shows the network structure of the model applied in this study. The
network is composed of three LSTM layers and one output layer, which batch sizes are
32 and 8, respectively. The structure of network can be customized to optimize the
network considering its performance. In addition, the softmax function, which can
assign the probabilities to diagnosis results, is included in the output layer to decide the
ranking. It is commonly used for the deep learning model to classify several classes
(i.e., more than three classes). In addition, 10 time steps (i.e., 10 sets of NPP datasets,
which means NPP trend) are considered in this model.
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3.3 Pre- and Post-processing

Pre-processing of input data and Post-processing of output data are performed to be
used in the input layer and output layer, respectively. Because the normalization can
prevent the reduction of learning speed and getting stuck in local minima (i.e., not
global minima but one of the minima among the several minimum points), which can
cause performance degradation of a network.

In case of pre-processing, the min-max scaling method is applied via the following
Eq. (5).

Xnorm ¼ X � Xminð Þ= Xmax � Xminð Þ ð5Þ

The input data are scaled from zero to one considering minimum and maximum of
the collected data [14], whereas the output data are scaled within zero to one by the
softmax function in output layer through the Eq. (6). Despite the transformation, the
magnitude relation among the results does not change [15].

S yið Þ ¼ eyi
.X

eyi ð6Þ

3.4 Training

The training of the network is performed using the CNS that was originally developed
by the Korea Atomic Energy Research Institute (KAERI). The reference plant of CNS
is the Westinghouse 3-loop, 930 MWe PWR. To select the inputs for training, a total of
51 parameters were selected based on procedures and importance, which can affect the
NPP states and component availability. Then, 65 scenarios (2% power) with 11,571
datasets (i.e., 11,571 s of data including 51 parameter values in each time step) are used
for training, as shown in Table 1.

3.5 Test Results

The validation of network is performed with 17 scenarios with 3,395 datasets, as shown
in Table 2. Figure 3 shows the results of validation based on accuracy and loss. The
X-axis and Y-axis represent the epochs and accuracy (or loss). The accuracy value is

Fig. 2. The network structure of the model for multi-label classification
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almost 0.94 and the loss is almost 0.13, also, the validation accuracy and loss are
almost converged to training accuracy and loss. In other words, it means the training of
algorithm is carried out well without overfitting or underfitting.

The accident diagnosis algorithm has been tested with test scenarios. LOCA in
loop2 cold-leg with the 40 cm2 break size and SGTR in loop1 with the 10 cm2 break
size are used. The malfunction of each scenario is injected at 10 s. Figure 4 shows the
diagnosis results. The solid line and dotted line mean the actual value of test data and
the diagnosis results of the algorithm, respectively. The X-axis means the time, and
Y-axis stands for the diagnosis result. In case of LOCA, after 20 s, diagnosis result is
constantly converged to almost one. In case of SGTR, after 35 s, diagnosis result is
constantly converged to almost one.

4 Protection Control Algorithm

In order to respond correctly in abnormal situations, this study suggests an algorithm to
control systems and components related to safety functions (i.e., protection control
algorithm). As well as the accident diagnosis algorithm, protection control algorithm is
based on LSTM. To model the algorithm, identification of components and systems for
the safety functions is performed using FRA. In accordance with FRA results, inputs
and outputs for the algorithm are determined. The protection control algorithm consists
of four networks by the mode (i.e., cold shutdown, hot shutdown, hot standby, startup),
as like the accident diagnosis algorithm. The pre-processing of inputs is performed in
the same manner as accident diagnosis algorithm. In addition, the post-processing of
outputs is performed to control the systems and components accurately.

Table 1. Scenarios used for accident diagnosis algorithm training (2% power)

Initiating events Numbers

Loss of Coolant Accident (LOCA) 32
Main Steam Line Break (MSLB) inside the containment 12
Main Steam Line Break (MSLB) outside the containment 12
Steam Generator Tube Rupture (SGTR) 9
Total 65

Table 2. Scenarios used for accident diagnosis algorithm test (2% power)

Initiating events Numbers

Loss of Coolant Accident (LOCA) 8
Main Steam Line Break (MSLB) inside the containment 3
Main Steam Line Break (MSLB) outside the containment 3
Steam Generator Tube Rupture (SGTR) 3
Total 17
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4.1 Safety System Modeling Using FRA

This study models NPP safety systems by using FRA. The reference plant for FRA is a
Westinghouse 3-loop PWR same as accident diagnosis algorithm. To determine the
scope of FRA, the goal is defined as the safe operation to respond the anomalies. In
accordance with the goal of safety, seven critical safety functions (CSFs) are extracted.
Table 3 shows seven CSFs and their purposes.

Fig. 3. Validation results of the trained algorithm with accuracy and loss

Fig. 4. Diagnosis results (left: 40 cm2 LOCA in loop 2 cold-leg, right: 10 cm2 SGTR in loop1)

Table 3. Seven CSFs

CSFs Purposes

Subcriticality • Shut reactor down to reduce heat production
Core cooling • Transfer heat from the core to cool it down
Heat sink • Ensure the integrity of heat sink
RCS integrity • Transfer heat out of the coolant system

• Maintain pressure and temperature of reactor coolant system
Containment integrity • Close valves penetrating containment

• Control pressure and temperature
RCS inventory • Maintain volume or mass of reactor coolant system
Maintenance of vital
auxiliaries

• Maintain operability of systems needed to support safety
systems
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In addition, the whole framework of NPP safety functions for control is shown in
Fig. 5. Not only seven critical safety functions, but also the relevant processes for
satisfying functions are modeled in the framework. Then, those processes can be
performed using relevant components and systems.

Table 4 shows an example of processes, systems, and components to satisfy the
function of reactivity control. Plant protection system (PPS), digital control rods system
(DCRS), safety injection system (SIS) and chemical and volume control system
(CVCS) are modeled under subcriticality function. In case of SIS and CVCS, they
include relevant pumps, tanks, and valves, respectively. Then, the input/output can be
identified as parameters indicating related system states and components states for
control.

4.2 Network Modeling for Safety Function Control

Based on the FRA results, the network is modeled using LSTM for control to satisfy
the CSFs. This study applies many-to-one structure to design the prediction model.
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Fig. 5. The framework of NPP safety functions

Table 4. Processes, systems, and components to satisfy the subcriticality function

Processes Systems Components

Reactor trip Plant protection system Control element drive
mechanism

Rod control Digital control rods system Control element drive
mechanism

Safety
injection

Safety injection system (SIS) Safety injection pump
Safety injection tank
Safety injection valves

Boration Chemical and volume control system
(CVCS)

Boric acid storage tank
Safety injection tank
CVCS valves
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Figure 6 shows the network structure of the model for prediction. The network is
composed of an input layer, two hidden layers, and one output layer. The hidden layers
have 60 hidden nodes. A total of 168 input parameters and component states from the
NPP are used as inputs to the LSTM network. They consist of 74 physical parameters
and 94 states of components and systems. The outputs of the network will be the values
within 0 to 1 indicating the states of components and systems.

4.3 Data Processing

Input pre-processing is performed with min-max normalization method to prevent
getting stuck in local optima and reduce the time for training network. More details are
written in Sect. 3.3.

In addition, post-processing of output is performed to convert the discrete control
values (e.g., open or close, start or stop). In case of the output of discrete control
components or systems, only 1 and 0 can be inputs to control, whereas the output of
LSTM is the printed values that range from 1 to 0. Thus, to convert outputs to 1 and 0,
the standard value was given according to the average error that is the difference
between training data and predicted data of On/Off parameter. As a result of the
calculation, the standard value is decided to 0.05, so when the LSTM output reaches
0.95 in the downward direction or 0.05 in the upward direction, the state of the
component is changed. Figure 7 shows an example for post-processing of output for
the discrete control.

Fig. 6. The network structure of the model for prediction

Fig. 7. Post-processing of output for the discrete control
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4.4 Training

To train the network, the data have been collected from the CNS. Then, 106 scenarios
(2% power) with 102,237 datasets (i.e., 102,237 s of data including 168 parameter
values in each time step) are used for training, as shown in Table 5.

4.5 Test Results

To validate the algorithm, untrained LOCA scenario with different break size has been
used. The validation is performed to compare the performance of the algorithm and the
automation + human control for safety functions in LOCA as shown in Fig. 8. The left
figure shows the steam generator PORV position, whereas the right figure shows the
steam generator water level. In case of PORV, the protection control algorithm starts
control almost 250 s faster than automation + human control. Not only the PORV but
also the other components, which are not shown in this paper show the similar results
about control (e.g., starts faster, open faster, close faster). The right figure shows that
the steam generator water level has recovered faster, and even maintains a higher level.

Table 5. Scenarios used for protection control algorithm training

Initiating events Number

LOCA 20
LOCA + safety injection failure 20
SGTR 18
SGTR + safety injection failure 18
Main steam line break (MSLB) inside the containment 15
Main steam line break (MSLB) outside the containment 15
Total 106

Fig. 8. Comparison of autonomous control and automation + human control in LOCA.
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5 Conclusion

This study proposes accident diagnosis algorithm and protection control algorithm for
safety functions of NPPs by using the LSTM network as well as the FRA. Both
networks that are applied in algorithms were trained using a CNS and also validated to
demonstrate the effectiveness of the algorithm. In case of accident diagnosis algorithm,
it is expected that the safety of NPP during startup operation can be improved by
application of the algorithm that can unload task of operators in abnormal situations. In
addition, the protection control algorithm can improve the feasibility to respond to
accident appropriately or even better.
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Abstract. There has been considerable investment in micro energy generation
from both domestic consumers and small-scale providers. However, current
metering arrangements and home energy monitoring products are too basic to
enable real-time billing and remuneration, limiting the effectiveness of this
investment. This paper describes the exploration of home energy monitors as a
technical enabler to unlock the local trading potential of the investment in micro
energy generation, and the human factors involved in interacting with these
products that might pose obstacles to successful uptake. First, a human factors
analysis of eight home energy monitors was conducted, which identified a
number of usability issues. Next, a range of design concepts were developed to
address the key usability problems identified, incorporate the forward-looking
facility for alternative energy supply models, and stimulate further investment in
energy prosumption. This study contributes an understanding of the potential of
home energy monitors for transactive energy supply arrangements.

Keywords: Human factors � Energy transactions � Interface design
Product Design Engineering

1 Introduction

The UK Government has legislated ambitious policies to reduce greenhouse gases,
with the Climate Change Act (2008) mandating emissions reductions from 1990 levels
of 34% by 2020 and 80% by 2050 [1]. The resulting penetrations of small scale low
carbon technologies including renewable energy sources and distributed storage have
led to resilience driven aspirations of decentralized power system control and operation
at local and neighborhood level. Although not currently realized, coordination of local
distributed generation sources and a greater degree of demand flexibility offers the
potential to lower the cost of energy at source and to enable remuneration for consumer
participation, addressing rising costs of energy supply which impacts strongly on all
consumers, in particular the fuel poor.

Realizing consumer participation in the delivery of energy services in the UK
currently has a number of barriers in the form of limited metering resolution at
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settlement points, regulation governing retail and demand response services being
limited to only the largest energy users (e.g. industrial customers). Power demand and
supply from residential buildings is a domain of growing complexity as on-site
renewables, heat and electricity storage and electric vehicles begin to gain popularity at
distribution network level. Understanding how highly variable household power
demand and supply, driven by stochastic occupant behaviors and influenced by new
technologies, can be integrated with energy trading technology is a key challenge. By
far the greatest barrier though to end user participation in power system operation is the
overhead associated with dealing with large numbers of small players: aggregate
contributions would provide a valuable operational response but the size of cohort
required to provide it would generate transaction cost overheads far greater than the
value. Automation provides a solution to this, but for the householder, how this can
interface in a transparent and intuitive manner is an additional obstacle to implemen-
tation [2].

Technological enablers are required though that will address the technical and
social issues surrounding the use of automated technology for energy supply and
services. Existing models use a very conservative point-measurement/central-billing
method that is supported by usage estimates to determine customer bills. This often
leads to a breakdown of trust in the sector. Furthermore, the quarterly or monthly
resolution at which bills are produced has compounded this trust through lack of
transparency. Moving to a digitized based settlement process combined with
automation1 makes multiple small transactions possible, supported by higher resolution
metering. Suppliers and consumers authenticating such systems instill trust in the
business arrangement. Finally, secure digitized solutions can support much more
representative billing algorithms, allowing for dynamic pricing throughout the day and
thus short term economic support for demand side response (the use of demand flex-
ibility to address shortfalls or surpluses of generation as might be expected from
intermittent renewable sources) [3].

1.1 The Study

The EPSRC (Engineering and Physical Sciences Research Council) project TESA
(Transactive Energy Supply Arrangements) aimed to landscape the social, technical,
regulatory, and design pathways to enable the future supply of energy to customers that
will further stimulate investment in electricity generation both from small-scale pro-
viders and customers themselves, reducing the demand for large-scale infrastructure
investments [4]. A key objective of the TESA project was to inform on the enablers and
obstacles for future energy supply arrangements at the neighbourhood level as a means
of supporting the ‘people’ side of digital transactive models. This study explored the
potential of home energy monitors, formally known as In Home Displays (IHDs), as a
technical enabler to unlock the local trading potential of the investment in micro energy

1 According to a study reported in IEEE Spectrum (Oct 2017), many major companies are working on
integrating Blockchain Technology into their products. This is seen as a disruptive development as
we move towards a more ‘digital future’ and at the macro level it is seen as a better way, a more cost
effective way, of managing data and trust interfaces.
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generation (small-scale power generation) from both domestic consumers and small-
scale providers, and the human factors currently involved in interacting with these
products that might pose obstacles to successful uptake. The information that will
enable engagement in future energy supply arrangements is multifaceted and has to be
presented carefully, and with consideration to the householder. The aim is to avoid
placing an excessive burden on householders through their interaction with energy
products. The study builds on and extends our previous work, which involved a
practical review of energy saving technology for ageing populations [5].

Home energy monitors are designed to increase householders’ awareness and
understanding of energy usage, connecting routine behavior to consumption in order to
motivate conservation behavior and reduce energy bills. Home energy monitors are
commercially available or provided by energy suppliers when installing a smart meter.
Commercially available energy monitors are typically made up of three parts: an in
home display, a sensor, and a transmitter. The householder is required to clamp the
sensor on to a power cable connected to the electricity meter, which measures the
current passing through it. The transmitter sends the data wirelessly to the display unit.
Energy monitors provided by energy suppliers also incorporate wireless transmission to
connect to an in-home display [6], however householders are not required to install the
technology. Typically, electricity usage is displayed in units of energy used (kWh), cost
(£) or carbon emissions (CO2). In the UK, in home displays are required by standard to
provide tariff information, consumption, time of day and in some cases information
pertaining to remaining credit. Some displays offer additional features such as alerts
when a set amount of electricity has been used.

2 Method

The research was conducted by 20 Product Design Engineering students from The
Glasgow School of Art and University of Glasgow in the UK, in 2017, supported by
academic staff working on the TESA project. Each student selected a user group to
focus their research on, primarily based on who they deemed likely to practice and
benefit from ‘energy prosumption’ (production and consumption of energy) in the
future. The students then identified and recruited a small group of householders to take
part in the study, mostly through their social networks, who matched the profile of their
chosen user group. The user groups included: students/young people living in shared
accommodation who value the environment and live on a budget; family home owners
(all ages: young to elderly people) who produce or plan to produce renewable energy;
and young professionals who value the environment and have a disposable income to
invest in renewable energy devices and technologies in their home. Approximately 110
householders living in residential areas of South West Scotland participated in the
study. Actively engaging with householders at all stages of the study helped to ensure
the likelihood that the resulting design concepts and future scenarios are both fit for
purpose and desirable for the people who will use them.
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2.1 Human Factors Analysis

Working individually or in small teams, the students conducted a human factors
analysis of eight home energy monitors: Amphiro B1 Connect by Amphiro [7], Elite
Classic by Efergy [8], EM02 Power Meter by TACKLife [9], In Home Display by
Scottish Power [10], Minim+ by geo [11], OWL +USB by OWL [12], OWL Micro+ by
OWL [13], and Smart Energy Tracker by Scottish and Southern Energy (SSE) [14].
The Amphiro B1 Connect is somewhat different to the other products reviewed in that
it monitors energy consumption from a particular device: a shower. The product fits
directly to the shower and displays the current water consumption and temperature. The
other products reviewed monitor electricity consumption in the home. Additionally, the
In Home Display by Scottish Power and the Smart Energy Tracker by SSE monitor gas
consumption. None of the existing product base currently utilizes blockchain tech-
nology, and none of the products reviewed monitor energy generated by renewable
sources such as solar panels. The monitors were chosen to provide an overview of the
market sector: none were supplied by manufacturers or sales agents.

The analysis itself was exploratory. First, a high-level task analysis was conducted
based on the ‘out of the box’ product experience. This included everything from the
process of unpacking and revealing the product for the first time to installing (if
required), configuring and operating it (Fig. 1). Procedures and processes were docu-
mented, and a high-level sequential task description was produced. Next, the high-level
task analyses were used to define representative scenarios that covered all aspects of
energy monitoring. The students then took each product/scenario, and working with
participants, performed a verbalized/observed product walkthrough using the procedure
laid down in [15]. The full spectrum of scenarios, from unpacking to operating the
product were covered, and the scenarios were frozen at key points to allow for in-depth
questioning. Key insights were documented, recorded and/or photographed as appro-
priate. Finally, procedures and processes identified during the product walkthrough as
being particularly problematic were subject to further research. The students selected
from a range of 12 established usability methods (Table 1) to develop a more tailored
analysis, primarily based on the issues discovered and the insights that each method is
designed to provide.

At the conclusion of the data collection phase, the students and principle investi-
gators convened and undertook a presentation workshop in order to synthesise, cross
check and group the findings.

2.2 Design Concepts and Future Scenarios

Based on the results of the human factors analysis, the students explored and developed
a set of design concepts and future scenarios to: address the key usability problems
identified during the human factors analysis, incorporate the forward-looking facility
for true transactive energy supply arrangements, and stimulate further investment in
energy prosumption (production and consumption of energy). An iterative design
methodology was adopted, involving the continual improvement of the design con-
cepts. First, each student brainstormed ideas. They then selected a design concept for
further development and generated low-fidelity prototypes e.g. sketches and foam
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models. Next, the concept was presented to several participants as test users, any
problems and opportunities were noted, and the concept was evaluated and refined
accordingly. As required (time permitting), the students repeated the preceding step
until the design concept was resolved to a level required for final presentation.

3 Results

3.1 Human Factors Analysis: Key Problems Identified

The human factors analysis identified a number of usability problems with the home
energy monitors reviewed, some of which were discovered in our earlier practical
review of energy saving technology for ageing populations [5]. This is perhaps not too
surprising as three of the products reviewed were the same in both studies: Elite
Classic, OWL Micro+ and OWL +USB. However, our earlier review was conducted in
2012, five years prior to the current study, and it is disappointing to discover that little
progress has been made on these issues. The key problems identified were:

• Accessing the electricity meter if it is located in a hard-to-reach/dark location
• Identifying the main power cable from the other electrical cables
• Attaching the sensor to the power cable e.g. due to the stiffness of the clip
• Following the set-up instructions e.g. due to a large volume of text

Fig. 1. Observations of an elderly couple setting up a home energy monitor.
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• Finding/understanding tariff information (needed for an accurate display of cost)
• Pairing the transmitter and the display
• Operating awkward to reach controls e.g. buttons located at the rear of the display
• Reading fixed LCD screens with narrow viewing angles and no backlighting
• Understanding electricity usage when expressed as kWh or CO2
• Understanding visually busy information displays
• Understanding energy consumption as normal/high/low (compared to others)
• Knowing how to save energy based on the information provided
• Losing interest with the monitor e.g. due to lack of noticeable feedback
• Finding the monitor aesthetically unattractive
• Setting up profiles (accounts) for individual members of a household.

Table 1. The analysis of the energy monitors involved selecting from 12 methods.

Method Insights provided

Heuristics (e.g. [16]) A flexible subjective approach in which observations during
product usage are recorded

Immersion analysis
(e.g. [17])

Immersion in the research process from the point of view of
the user for design empathy and insight e.g. simulation of
physical disabilities

Focus groups (e.g. [18]) Group interviews where participants are selected on the basis
they would have something to say on the topic and would be
comfortable talking to the interviewer and to each other

Semi-structured interviews
(e.g. [15])

Pre-ordered questions and themes presented to participants by
the interviewer, but with scope to branch off into other
relevant areas as required

Function flow diagrams
(e.g. [19])

Graphical representation of device function and events that
occur during the performance of a task

Abstract hierarchy (e.g.
[20])

A model of the system in terms of a hierarchy of functions,
from the most abstract of functions to the most local of
processes, and their relationships to one another

Microsoft product reaction
cards (e.g. [21])

A set of cards with a word (adjective) written on each card
that participants are asked to select from to describe their
response to a product

Personas (e.g. [17]) A synthesis of the full participant pool into a subset of
fictional characters that embody the dominant traits in the
sample

Cambridge impairment
simulator (e.g. [22])

Filters are applied to image and sound files to simulate some
of the main effects of common visual and hearing
impairments

Co-creation/video
prototypes (e.g. [17])

Visual prototypes that are taken to participants in order to
gather initial design feedback

Photo diary (e.g. [17]) A technique whereby participants themselves can take photos
of device issues as they are encountered over a longer time
period and without an analyst being present

Design with intent toolkit
(e.g. [23])

Cards and worksheets that act as different ‘lenses’ through
which common problems can be viewed and new
perspectives gained
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A range of design concepts were developed to address the key problems identified
with the energy monitors reviewed. For example, one concept proposed a ‘tips’
information screen that provides personalized suggestions on how to save energy based
on appliance usage (Fig. 2 left); and a second concept proposed a display with illu-
minated edges that change color along a spectrum of blue to red, to provide noticeable
information ‘at a glance’ on current energy usage e.g. a change to red provides a visual
cue that usage levels are high (Fig. 2 right).

3.2 Design Concepts and Future Scenarios

A wide range of design concepts were explored and developed. In particular, concepts
focused on provision for neighbors to trade energy directly, more efficiently, with each
other; new interfaces for energy forecasting (demand and pricing) to incentivize
householders to use energy during periods of high production and low demand; and
new interfaces to incentivize householders to generate renewable energy, fitting in with
the alternative transactive models of TESA. Generally, the scenarios assume that
energy suppliers will have installed smart meters in all households, and tariffs will be
based on the time of day where energy suppliers charge more at times of low energy
production and high energy demand, and vice versa, in order to help reduce strain on
the national power grid. Time of use tariffs are already available in some countries
(most notably France) and will become more flexible as technology permits, although
there is a risk of ‘information overload’ for the householder [24].

Provision for Neighbors to Trade Energy Directly. Several of the design concepts
explored local market trading between domestic prosumers (households who produce
and consume energy) at the neighbourhood level. For example, the OWL solar+
concept is designed for a potential future where Government has, through subsidies,
funded installation of solar panels on the rooftops of blocks of flats [25]. In this
scenario, energy generated by the solar panels is split equally between the flats as a
network. The OWL solar+ encourages householders to share (and request) surplus
energy with neighbours, in the spirit of community, as any unused energy is fed into
the conventional power grid. The Hub concept similarly enables neighbours to trade
energy (Fig. 3). The interface includes options for householders to select how much
electricity or water they want to trade and to negotiate a price with a neighbour. The
interface also includes a weather forecast (e.g. amount of rain expected to fall in the
next few days) to aid decision-making.

New Interfaces for Energy Forecasting. Residential energy use is very diverse and
follows the routines of dwelling occupants rather than localized trends making it dif-
ficult to predict and accommodate [26]. To persuade householders to follow neigh-
borhood group patterns, a common directive could be imparted through an in home
display. Consequently, other design concepts explored new interfaces for energy
forecasting to incentivize householders to use energy during periods of high production
and low demand, and to highlight the opportunity to use affordable and clean energy.
For example, the EnergyApp concept displays the current price of energy, color-coded
to communicate ‘at a glance’ when prices are high or low, and the predicted price of
energy over the upcoming period (Fig. 4). In addition, the EnergyApp displays a

Exploring the Potential of Home Energy Monitors for TESA 509



percentage breakdown of how energy is currently being generated (% renewable
energy, fossil fuels, nuclear) to encourage householders to consume energy, e.g. charge
their electric car, when levels of renewable energy are high. The CLU concept is
designed for a potential future where there is an increase in communal living (co-
living) as a solution to the problem of population growth, and in particular, the large
percentage of the population living in cities. The monitor, which is designed for
communal use, displays predicted peaks in energy generated by renewable sources,
giving householders the opportunity to choose clean energy.

New Interfaces to Incentivize Householders to Produce Renewable Energy. Sev-
eral of the design concepts explored how householders might be incentivized to gen-
erate renewable energy. For example, the Future of Energy Monitoring and Exchange
concept is designed for a potential future where householders require to be convinced
of the cost-benefit of producing energy. In this scenario, Government will fund solar
panels to be installed on local government buildings (e.g. community center, library),
and households in the vicinity will be given an energy monitor to buy (and trade)
energy with these buildings, thereby supporting local services, or from (and with)

Fig. 2. Design concepts were developed to address the key usability problem.

Fig. 3. The Hub concept allows neighbors to trade electricity or water.
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neighbors who produce energy. A motivational feature of the interface is notification of
how much energy could be produced if the householder installed solar panels. The
Social Energy Network concept is designed for a potential future where communities
use energy generated by the community rather than a conventional energy provider
(Fig. 5). The interface incentivizes householders to produce renewable energy by
making it easy to trade with neighbours and by giving more control. A key layout
provides a graphical overview of those neighbours who are on the network and how
much energy they wish to trade; selecting a neighbour opens a dialog box with more
details on, and options to, conduct the transaction.

Fig. 4. The EnergyApp concept (left) displays energy forecast and energy composition
diagrams. The CLU concept (right) displays predicted production peaks in renewable energy.

Fig. 5. The Social Energy Network is designed for a community of domestic prosumers.
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4 Conclusion

Transacting directly with consumers and small-scale providers deep into utility net-
works in an economically viable manner is currently a significant business and tech-
nological challenge with not all barriers well understood, particularly those from the
perspective of human factors. This study contributes an understanding of the potential
enhancement of home energy monitors to support transactive energy supply arrange-
ments and the obstacles posed by the failure to apply human factors principles to
current products. Low carbon generation technologies are inevitable in future energy
systems meaning that intermittency must be accommodated through associated supply
arrangements; in the domestic context, the householder can have the opportunity to
provide this but this can only happen reliably if the interface to these arrangements is
designed to make participation effortless. With the continued developments in the
Internet of Things, engineering systems design and the growing sector of artificial
intelligence and smart devices technologies, there is a very strong possibility that
consumer choice will be further restricted by the pace of change due to the scale of the
large utility providers. Through understanding consumer behavior, applying sound
human factors methods, working with energy providers (all scales), and developing
responsible, practical, reliable and intuitive physical and digital products, the current
and future consumers of energy will have access to products that are able to meet the
growing demands of the energy sector.
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Abstract. Solid and wax precipitation during production, transportation, and
storage of petroleum fluids is a common problem faced by the oil industry
throughout the world. Continuous wax deposition is a critical issue for offshore
transport pipeline and for the oil and gas industry. Significant amount of effort
and capital are typically spent annually by the Oil & Gas companies for the
prevention and removal of wax in production and transportation lines. This
study examines a new technology to monitor wax deposition thickness in
sub-sea pipelines. The wax thickness predictions from the wax thermal sensing
method is expected to be promising compared with conventional measurement
techniques. It is expected that this sensing method can support the operators of
Oil & Gas companies to predict accurately wax deposition which enables
operators to adjust operation quickly to prevent a complete clogging of
pipelines.
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1 Introduction

Flow assurance has recently become very important in the oil and gas industry. Flow
assurance refers to ensuring successful flow of hydrocarbon stream from oil reservoir to
the point of sale. Flow Assurance developed because traditional approaches are inap-
propriate for deep under water production due to extreme distances, depths, and
temperatures. Flow assurance in deep underwater pipelines is extremely diverse, it
includes many specialized subjects and many forms of engineering field. Flow assur-
ance includes network modeling and transient multiphase simulation. In addition, it
involves handling many solid deposits, such as, gas hydrates, asphaltene, wax, scale,
and naphthenates. These solid deposits can interact with each other and can cause
blockage formation in pipelines and result in pipeline failure. Flow assurance is con-
sidered to be the most critical task during deep water energy production because of the
high pressures and low temperature involved under these conditions. Pipe damage and
disturbance in production due to the flow assurance failure can cause huge financial
losses.

Crude oil in a reservoir flows to the surface through the pipe by the reservoir
pressure. If the pressure drop between reservoir and the receiving facilities become
significant, the wells stop producing and the flow in the line will stop due to the large
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pressure drop in the system. The operational life time of a well is a transient process
because the flow of crude oil decreases over time due to the increase in pressure drop in
pipe. As a result, the wells shut down. In multiphase flow the fluid phases differ in
various parts of the pipeline system and at different production life time due to tem-
perature, pressure and flow rates. Density can have significant effect on pressure drop.

Hydrates formation in pipe is also considered to be very important in flow assur-
ance. Hydrates are formed by natural gas molecules getting into hydrogen-bonded
water cages at temperatures well above normal water freezing. Hydrate prevention is
one of the key issues in flow assurance. A possible solution to alleviate this issue is to
use of inhibitor Methanol or MEG. Another prevention method that is typically used in
addition to inhibition is insulation of pipelines. Pipeline insulation is used to keep crude
oil and natural gas temperature in pipelines above hydrate formation temperature. The
calculation of thermal insulation requires thermal calculations which can be extensive.

As crude oil flow through the pipeline, its thermal energy is gradually lost by heat
transfer to the surroundings. Wax can deposit at inner walls if the temperature is below
WAT. Wax deposit in pipeline can be significant as shown in Fig. 1. Wax precipitation
is a highly temperature dependent process. Therefore, thermal method can be very
effective for detection, and preventing of wax precipitation. Direct heating is consid-
ered be an effective method to solve issues related to wax deposition by keeping the
temperature higher than solidification temperature. The basic principle of direct heating
involves passing electric current through the pipeline wall to generate heat. It is the
most reliable option for deep water field operation of crude oil pipe.

The pipeline material is conductive to electric current, and through it the electric
heating occurs. Electric power is supplied from the platform through two cables. One of
the two cables are connected to the near end of the pipe, and the other cable connected
to the end of the pipe [2]. In this arrangement, each pipeline’s end is connected to the
two cables making a closed circuit. Direct Heating method typically ensures that the
temperature of the produced fluid is kept above WAT, approximately 20 oC, during

Fig. 1. Pipeline with solid deposits, the left is a wax deposit and right is a scale deposit [1].
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shutdowns, and also increasing fluid temperature above ambient temperature which is
around 6 oC.

This study examines a new technology to monitor wax deposition thickness in
sub-sea pipelines. It presents heat transfer calculation in pipe carried out using CFD
software Ansys Fluent. It is expected that this sensing method can support the operators
of Oil & Gas companies to accurately predict wax deposition which in turn would
enable operators to adjust operation quickly to prevent a complete clogging of pipelines.

Different methods for the detection of wax deposition thickness have been devel-
oped such as the use of electric resistance [3], pressure pulses [4], heat transfer tech-
niques [5], ultrasound and strain gauges [6], and radiography [7, 8]. Thermal wave
processing [9] and thermal methods used in relation to nondestructive testing [8] have
potential for the detection of waxy deposits in pipes. Temperature oscillation methods
have also been developed in relation to heat transfer in heat exchangers [11–13] to
detect and monitor fouling of the heat transfer surfaces. Although some researchers
attempted to use a pressure pulse technique to predict the deposition thickness, the
downside of this technique is that there is a high degree of uncertainty associated with
the results and that carrying out measurements is a complex and expensive procedure.
Currently there is no accurate online wax thickness measurement technique available.
There are various deposition models that that can be used to predict the influence of
temperature on deposition rate [14–17]. The important parameter that is missing and
needed to test these models is accurate prediction of the wax thickness.

2 Mathematical Modeling

The variation of fluid temperature in the axial direction will be used to examine the wax
thickness. It is expected that as wax thickness increases, the temperature increases.
Thus, based on the surface temperature and average velocity detected, one can detect
wax buildup thickness. If the temperature of crude oil decreases below the wax
appearance temperature (WAT), the precipitation of the wax molecules occurs. WAT is
the temperature where the first wax crystal begins to precipitate out from the crude oil.
The crystallization of the wax particles can develop and advance to a strong solid
structure near pipe wall. This traps the crude oil causing it to experience a gel con-
sistent with low flow ability.

A cylindrical coordinate system (r, z) is appropriate for the boundary value problem
detailed above. The axial velocity for the flow in the pipe in cylindrical coordinate is
given by the Poiseuille profile:
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In this study, the variation of crude oil viscosity is modeled to account for the effect
of temperature near the wall which simulates the behavior of wax formation of near the
wall. The oil becomes very viscous once the temperature becomes close to WAT
forming a wax layer on the inner wall of pipeline as shown in Fig. 2.

The thermal sensing method is based on thermal resistance of wax. Thermal
resistance in the inner pipe due to the flow crude oil inside the pipe, Rconv, inner, and
thermal resistance due the movement of underwater flow on the outside pf pipeline,
Rconv, outer, are given as:

Rconv;inner ¼ 1
h1ð ÞAinner

; Rconv;outer ¼ 1
h2ð ÞAouter

ð3Þ

Also thermal resistance in the pipe wall is calculated as,

Rwall ¼
ln r3

r2

�� ��
2p kwallð ÞL ð4Þ

Also thermal resistance in the wax layer formed is calculated similarly as,

Rwax ¼
ln r2

r1

�� ��
2p kwaxð ÞL ð5Þ

The total thermal resistance and the total heat loss can be calculated as,

RTotal ¼ Rconv;inner þ Rwax þ Rwall þ Rconv;outer ð6Þ

_Q ¼ Toil � Touter water
Rtot

ð7Þ

The oil viscosity is a function of temperature and it is given as:

Fig. 2. Wax layer in pipeline inner surface
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l Tð Þ ¼ p1T
3 þ p2T

2 þ p3T þ p4 ð8Þ

where p1, p2, p3, p4 are constants obtained for by correlating properties data reported in
[18, 19]. In the current study, the moving wax is set to deposit on the surface if the
temperature reaches below 301 K [18, 19]. Oil density q = 815 kg/m3, specific heat
Cp = 1950 J/kg.K, thermal conductivity of oil koil = 0.1344 W/m.K; thermal con-
ductivity of wax kwax = 0.15 W/m.K. The pipe is made of steel and its dimension used
in the simulation are L = 1 m, and inner Din = 10 cm, and pipeline thickness is 1 cm.
The operating parameters that are set in the simulation study are Vin = 0.02 m/s,
Tin = 320, Tw,o = 290.

3 Computational Solution Method

It is aimed in this study to examine the significance of thermal resistance of wax in dirty
pipeline and to compare with a clean pipeline. Thus the simulation study is carried out
on a flow domain that is modeled such that it includes an electric heater at the outer
surface in middle of pipe as shown in Fig. 3. In this arrangement, the heat is applied by
the electric heat which passes through the steal (pipe wall) and then to the oil in the
pipeline. If the heat is sufficiently high, this will prevent formation of wax particles in
pipe at that location and this enables a useful comparison. The flow domain and
simulation is carried using a 2D- axisymmetric model as shown in Fig. 2a. The flow
domain discretized mesh is shown in Fig. 2b. The simulation is carried out using a
CFD software Fluent.

(a) 

(b)

Fig. 3. (a) axis-symmetry flow domain (b) flow domain mesh
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4 Results and Discussion

Figure 4 shows a contour of velocity distribution in the pipeline along the axial
direction for fixed outer surface temperature. It is shown clearly that velocity near the
wall is very small compared to that in the inner pipeline. It is also shown that the
velocity near the wall decreases in the axial direction. This can be attributed to the fact
that oil loses its thermal energy reduces in temperature which becomes very close to
wax deposition neat the wall. Figure 5 shows a contour of temperature distribution in
the pipe along the axial direction for fixed outer surface temperature. It is shown that
the heat is applied via the electric heater and passed to the wall surface and the moving
crude oil.

Figure 6 shows temperature profile in radial direction at middle section and outlet
section. It is shown that the temperature decreases slightly in the radial direction until
near the wall. It is shown that the temperature increases significantly near the middle
region which is near the electric heater. Also shown the radial temperature decreases at
the outlet section due to the decrease in wall temperature. The temperature variation in
the radial direction allows to determine the temperature difference and calculate thermal
resistance of the pipe wall, wax layer, and the moving fluid. This leads to easily
determining the wax thickness based on the temperature difference.

Figure 7 shows temperature profile in the axial direction at inner-wall, outer-wall,
and near-wall. It is clearly shown that temperature decreases gradually in the axial
direction near the wall. It is noted that the temperature is increases sharply around the
middle of pipe which is close to the electric heater. Also noted that the outer wall

Fig. 4. Contour of velocity distribution in a segment of pipeline.

Fig. 5. Contour of temperature distribution in a segment of pipeline.
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Fig. 6. Temperature profile in radial direction at locations: middle section and outlet section

Fig. 7. Temperature profile in the axial direction at wall-inner, wall-outer, near-wall.
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surface temperature is fixed at 290 K, and near the electric heater increases sharply as
heat passes through the middle section. The inner wall surface temperature is slightly
higher than the outer surface temperature along the pipe except near the electric heater
increases. In this middle section, the inner surface temperature increases sharply but
with less magnitude compared to the outer surface temperature.

5 Conclusions

Wax deposition in pipe causes blockages of oil transportation pipelines, and this leads
to production losses and damaging of oil flow. In this study, thermal sensing method is
examined to predict wax deposition thickness. Predictions of wax thickness using
thermal sensing is expected to be promising technique as it is considered to be
non-intrusive method. Accurate prediction of wax layer thickness is very critical
component in flow assurance of pipeline. The proposed detection method of wax
thickness can be promising with the main advantage of being a non-intrusive accurate
measurement tool.
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Abstract. The author and a co-inventor earlier patented a method and a sub-
system to be incorporated into battery management systems for practically
optimizing the ergonomics of battery system charging and discharging in a bid
to tackle batteries’ long-standing conundrums of slow charging and costly
charging infrastructures. The key idea is to modularize battery systems and
prioritize charging and discharging of their battery modules so as to minimize
periodic human effort to unload, load, and/or (re)charge the battery modules.
The author also proposed earlier a mathematical trade-off model to address the
ensuing issue of optimizing the extent of modularization, assuming Poisson
probability distribution of depleted battery modules in each discharge cycle and
zero incremental overhead mass of additional packaging materials and elec-
tronics associated with further modularization of a battery system. This article
attempts to generalize the model by relaxing these two restrictive assumptions.

Keywords: Battery ergonomics � Battery modularization � Human effort
Trade-off � ICT equipment

1 Introduction

It is commonly known and detailed in an earlier article by the author [1] that for
decades, batteries have been deployed to electrically power electrical and electronic
equipment, inclusive of instruments, devices, and machineries. Batteries’ role in
powering mobile phones, tablet computers, other mobile information and communi-
cation technology (ICT) devices, and electrical vehicles is especially in the limelight
these days when e-commerce and environmentalism are such overarching issues
around the globe. Any such equipment comprises and/or is electrically connected to
housings where batteries are usually installed and is thus powered by the batteries’
electrical energy released from their chemically stored energy during their electrical
discharge (i.e., during the conversion of their chemically stored energy into electrical
energy as their output). Conversely, the chemically stored energy in the batteries is
topped up or replenished through electrically (re)charging them (i.e., through conver-
sion of the inputted electrical energy into chemical energy to be stored in them).
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Thereby, throughout the life of a typical battery, it repetitively undergoes electrical
discharge and charge cycles respectively to provide electrical energy for powering
equipment and to have its stored chemical energy topped up, in essence, serving as a
transient storage of electrical energy for equipment, particularly mobile equipment. In
view of their limited pollutant emission and falling operational cost [2], batteries are
considered more environment-friendly [3–5] and economical [5], than many other
energy sources. In particular, their portability and mobility qualify them for being the
most widely adopted category of mobile energy sources for powering mobile
equipment.

The author’s earlier article [1] also delves into the fact that research effort from
academia and industry have focused on material science, battery microstructures, and
battery manufacturing technologies to revolutionize battery chemistry, anode/cathode
materials, battery manufacture optimization [6] in order to optimize the trade-off
between the major well-known properties of batteries, namely:

(a) the cycle life, i.e., the number of charge/discharge cycles for a battery to undergo
before its energy capacity degrades significantly [7],

(b) the power density, i.e., the maximum amount of power (or energy per unit time)
that a battery can supply per unit of its volume or mass [8],

(c) the energy density, i.e., the energy capacity of a battery per unit of its volume or
mass [9],

(d) the capital cost of a battery per unit of its energy capacity [2],
(e) the charging speed, i.e., the time to (re)charge a battery from a certain lower state

of charge to a certain higher state of charge) [10], and
(f) the capital cost of the charging infrastructures to charge batteries of certain type

[11].

In particular, battery applications are especially beset by the limitations on the last
two properties (e) and (f) above [12].

2 A Method and Subsystem for Battery Management
Systems

The author together with a co-inventor earlier patented a method and a subsystem to be
incorporated into battery management systems for practically optimizing the ergo-
nomics of battery system charging and discharging in a bid to address the two afore-
mentioned limitations without recourse to any revolutionary technological
breakthroughs in material science, battery microstructures, or battery manufacturing
technologies [13, 14]. Though having already been delineated in the author’s earlier
publications [1, 13, 14], the key philosophy behind the method and the subsystem is
again expounded in this section for the readers’ reference before proceeding with the
rest of this article.

Leaving aside various auxiliary features, the method and the subsystem chiefly
adopt modularization of each battery system, prioritization of the discharging (and
charging) of the individually unloadable and loadable battery modules in the battery
system according to users’ human effort to unload the battery modules from and/or to
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(re)load the battery modules into the battery system’s housing, and/or to load
replacement battery modules into the housing such that during the discharge of the
battery modules to power equipment, discharge priority is accorded to the battery
modules in order of their ease of being unloaded and/or (re)loaded and/or the ease of
their replacement battery modules being loaded.

Thereby, by the time the battery system needs (re)charging, only such preferentially
discharged battery modules as a subset of all those in the battery system, as opposed to
the battery system as a whole, are depleted or low and in need of (re)charging. Thus,
instead of simply (re)charging the whole battery system in situ, users may opt to
individually unload from the housing only such depleted or low battery modules,
convey them to and (re)charging them with, for example, the domestic mains supply,
and (re)load them individually back into the housing for continuing to power the
equipment.

Alternatively, instead of unloading the battery system as a whole and loading a
fully charged replacement battery system as a whole into the housing, the users may opt
to individually unload from the housing only such depleted or low battery modules and
load fully charged replacement battery modules individually into the housing for
continuing to power the equipment. As the charging speed is rather irrelevant to the
users’ experience with domestic charging, for example, at the users’ homes overnight
or at the users’ workplaces during their working hours, low-power, ordinary chargers
suffice to substantially charge such depleted or low battery modules within the
allowable charging hours in daily practice, rendering specialized, high-power,
high-speed charging [15] infrastructures superfluous.

Therefore, the most vexing limitations on (e) and (f) above can no longer be
concerns. The essence of the philosophy lies in the modularization of the battery
system, as in Fig. 1 for example, which in effect breaks the otherwise large battery
system into smaller battery modules, ending up with these relatively smaller battery
modules amenable to being individually unloaded and loaded probably without spe-
cialized, heavy-duty loading/unloading facilities.

[1, 1] [1, 2] … [1, q - 1] [1, q]
[2, 1] [2, 2] … [2, q - 1] [2, q]

… … … … …
[p - 1, 1] [p - 1, 2] … [p - 1, q - 1] [p - 1, q]

[p, 1] [p, 2] … [p, q - 1] [p, q]

Fig. 1. This is an exemplary layout of the battery modules in a modularized battery system,
which comprises p � q battery modules. Here, each rectangle denotes a battery module whereas
the outer thick lines signify the housing. Without loss of generality, assume that the housing’s
opening is at the top, as indicated by the missing of a thick line. Also, despite the columns
appearing vertical, they can be alternatively oriented, for example, horizontally.
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In contrast, specialized, heavy-duty facilities are mandatory in the case of
unloading and loading the otherwise much larger battery system as a whole. Likewise,
thanks to modularization, domestic (re)charging of relatively small battery modules
with low-power, ordinary chargers is made practically realizable whereas charging the
otherwise much larger battery system as a whole conceivably necessitates specialized
charging facilities of a much higher power and thus much more sophisticated electrical
safety protection.

In addition, prioritization of the discharge of battery modules likely results in the
depleted and low battery modules (in need of (re)charging) being those easily
unloadable and/or loadable and/or those of which replacement battery modules are
easily loadable, further reducing the users’ human effort to unload and load such
battery modules for (re)charging or to load replacement battery modules and further
eradicating the need for specialized, heavy-duty loading/unloading facilities.

Despite all its advantages above, the method and the subsystem are nevertheless
confronted with an ensuing dilemma as to the extent of modularization or how many
battery modules a battery system should be broken into or how small the battery
modules should be so as to minimize users’ human effort to unload, convey, and load
the battery modules during the daily electrical charge and discharge cycles. In essence,
this is a trade-off of users’ human effort between unloading/conveying/loading a large
number of battery modules of small masses/sizes and unloading/conveying/loading a
small number of battery modules of large masses/sizes. For the sake of putting the
aforementioned method and subsystem in real-world practice, the author earlier devised
a mathematical model (hereinafter, the “first trade-off model”) [1] of such a trade-off by
assuming Poisson probability distribution of the number of depleted or low battery
modules at the end of each discharge cycle of a battery system, an modified arithmetic
progression relationship between the number of such depleted or low battery modules
and the human effort to unload and load them, and a power relationship between the
mass of a battery module and the human effort to unload, convey, and load it.

3 The First Trade-off Model: Why not Absolutely Realistic?

First, in the first trade-off model [1], the number of depleted or low battery modules in
need of (re)charging at the end of each discharge cycle of a battery system (or
equivalently at the beginning of each charge cycle of a battery system) is assumed to
follow a Poisson probability distribution [16, 17], which typically models the number
of occurrences of an event (e.g., arrivals or appearances of a specific thing) within a
fixed time interval or space and assumes each occurrence being independent of the time
since the last occurrence or independent of the temporal or spatial distance between the
occurrence and any neighboring occurrences.

For a battery system adopting the method and the subsystem of the last section,
assuming a Poisson probability distribution of the number of depleted or low battery
modules at the end of each discharge cycle connotes assuming that the depletion or
lowness of a battery module occurs at a random time after another battery module has
been depleted or run low. This in turn assumes users’ usage behavior or habit being that
after a battery module has just been depleted (though probably unknown to the users),
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whether the users keep on using the battery system to power equipment without first
(re)charging the battery system until the depletion of another battery module (though
probably also unknown to the users) is a random choice of the users. In other words,
the users’ usage behavior or habit is that the number of depleted or low battery modules
at the end of each discharge cycle is highly random except that the users in the long
term maintain a constant mean number of depleted or low battery modules at the end of
each discharge cycle, which is another assumption of the Poisson probability distri-
bution [16, 17].

Nonetheless, such an assumed usage behavior or habit is empirically revealed to be
unrealistic especially when it comes to users of ICT equipment, such as mobile phones.
Rahmati et al. [18] categorizes mobile phone users into two types regarding their
human-battery interaction, namely:

A. Those who regularly charge their mobile phones regardless of the associated bat-
teries’ charge levels (i.e., states of charge), for example, every 1 or 2 days, or
whenever convenient.

B. Those who charge their mobile phones based on charge level feedback from the
mobile phones’ battery interface.

For Type A users, the state of charge and thus the number of depleted or low
battery modules at the end of each discharge cycle are rather random, and the latter can
thus be approximated by Poisson probability distribution quite well. In contrast, Each
Type B user appears to target a preferred state of charge of his/her own choice at the
end of each discharge cycle before he/she chooses to (re)charged his/her mobile
phone’s battery. It is these Type B users that the first trade-off model [1] with the
underlying Poisson probability distribution assumption fails to describe realistically,
and it is partly due to these Type B users that the derivation of the generalized model
(hereinafter, the second trade-off model) of this article is justified. Second, the first
trade-off model [1] assumes zero incremental overhead mass (or weight) of additional
packaging materials and electronics associated with further modularization of a battery
system (i.e., with breaking the battery system into more battery modules). However,
Plett [19] indicates that this assumption oversimplified the structural designs of battery
systems in that each additional battery module involves its own packaging materials
and controller electronics, so a battery system of a large number of small battery
modules comprises substantially more packaging materials and electronics than a
battery system of a small number of large battery modules even if both systems have
the same energy capacity. This provides another rationale for developing the second
trade-off model by revising the first trade-off model [1].

4 The Second Trade-off Model

The study of Rahmati et al. [18] uncovered that each battery system user can have
his/her own usage behavior or habit and thus his/her own probability distribution of the
number of depleted or low battery modules in need of (re)charging at the end of each
discharge cycle of his/her battery systems (or equivalently at the beginning of each
charge cycle of his/her battery systems). In general, the probability distribution function
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of the number of depleted or low battery modules at the end of each discharge cycle
among the population of all the discharge cycles of a particular brand and model of
battery systems used by a cohort of users to power some equipment is denoted by

PðK ¼ k; kÞ ð1Þ

where
P(K = k; k) = the probability of the event that the number of depleted or low battery

modules at the end of each discharge cycle of that brand and model of
battery systems used by that cohort of users is equal to k,

K = the random variable for the number of depleted or low battery
modules at the end of each aforesaid discharge cycle, and

k = the mean number of depleted or low battery modules at the end of
each aforesaid discharge cycle.

Dependent on users’ usage behavior or habit, the parameter k characterizes the
probability distribution function in (1) and can be empirically estimated by averaging
K among a sample of the discharge cycles of that particular brand and model of battery
systems used by that cohort of users whereas P(K = k; k) is empirically determinable
by collecting the frequencies distribution of K among that sample like what Rahmati
et al. [18] did.

As with the first trade-off model [1], take the example of the layered layout in
Fig. 1 being the way the battery modules are installed in the battery system’s housing.
The battery modules in the layer least deep inside the housing (i.e., those closest to the
housing’s opening at the top or [1, 1] to [1, q]) are easiest to unloaded from and loaded
into the housing, those in the layer second least deep inside the housing (i.e., [2, 1] to
[2, q]) are second easiest to unloaded and loaded, and so on. Needless to say, the
battery modules in the layer deepest inside the housing (i.e., those farthest from the
housing’s opening at the top or [p, 1] to [p, q]) are least easy to unloaded and load.
Hence, discharge priority is also accorded in the above order with [1, 1] to
[1, q] having highest priority, [2, 1] to [2, q] second highest, and [p, 1] to [p, q] lowest,
and thus the battery modules upon powering equipment become depleted or low also in
the above order with [1, 1] to [1, q] becoming so first, [2, 1] to [2, q] next, …, and
[p, 1] to [p, q] last. Also as with the first trade-off model [1], it is reasonably assumed
that the difference in the ease of unloading and loading battery modules between those
in any two consecutive layers is a constant. Then, users’ human effort to unload and
load k depleted or low battery modules at the end of a discharge cycle of a battery
system is given by

EL ¼EL1 þðEL1 þELDÞþ ðEL1 þ 2ELDÞþ ðEL1 þ 3ELDÞþ � � �
þ ½EL1 þðl� 1ÞELD� þ r

L
ðEL1 þ lELDÞ

ð2Þ

¼ l
2
½2EL1 þðl� 1ÞELD� þ r

L
ðEL1 þ lELDÞ ð3Þ
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¼
k
L

� �
2

½2EL1 þð k
L

� �
� 1ÞELD� þ

k
L

� �
L

ðEL1 þ k
L

� �
ELDÞ ð4Þ

where
EL = users’ human effort to unload and load k = lL + r battery modules,
l = the (integral) number of layers fully occupied by the k battery modules,
L = the number of battery modules in a layer,
r = the (integral) number of battery modules in the layer partially occupied by

the k battery modules such that 0 � r < L,
EL1 = users’ human effort to unload and load all the battery modules in the layer

with most easily unloadable and loadable battery modules, i.e., in the layer
least deep inside the housing or the layer nearest to the housing’s opening or
the layer of [1, 1] to [1, q] in Fig. 1,

ELD = the (incremental) difference in users’ human effort to unload and load all the
battery modules in a layer between any two consecutive layers,

k
L

� �
= the quotient of k divided by L = l, and

k
L

� �
= the remainder of k divided by L = r.

The equality between (2) and (3) is due to the fact that all the terms in (2) other than
the last one belong to an arithmetic progression. L is known to the users given the
known layout of the battery modules in the battery system. EL1 and ELD can be
empirically estimated respectively by averaging a sample of users’ ratings of their
human effort to unload and load all the battery modules in the layer of [1, 1] to [1, q] in
Fig. 1 and averaging a sample of their ratings of the (incremental) difference in their
human effort to unload and load all the battery modules in a layer between any two
consecutive layers.

It is common experience that human effort to convey anything increases only
marginally even if its mass more than doubles when its mass remains on the low side but
more than doubles even if its mass increases only marginally when its mass is
approaching the physical limit of the person concerned. In other words, such human
effort increases with the mass as per a convex (downward) curve if the former is plotted
on the vertical axis against the latter on the horizontal axis. The same is true of the users’
human effort to unload a battery module from the housing, carry it between the housing
and the charging facility, and load it back into the housing afterwards. As such, as with
the first trade-off model [1], the typical relationship between users’ human effort to
convey a battery module (i.e., to unload it from the housing, carry it between the housing
and the charging facility, and load it back into the housing) and its mass can reasonably
be modeled by a power function with a power greater than one as follows:

EC ¼ ms ð5Þ

where
EC = users’ human effort to convey the battery module,
m = the mass of the battery module, and
s = the power of the power function, which is greater than 1.
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It is noteworthy that the terminology “power” in this paragraph should be interpreted
mathematically and by no means connotes electrical power of batteries of any kind. In
practice, the parameter m in (5) is measurable by simply weighing the battery module.
The parameter s in (5) can be estimated by regression given that (5) can be transformed,
by taking logarithm on both sides, into

lnEC ¼ lnms

or equivalently, ln EC ¼ s ln m

which in turn forms the basis of the regression equation

ln EC;i ¼ s ln mi ð6Þ

where EC,i and mi are respectively the values of EC and m for the i-th battery module,
which are measurable respectively by a sample of users’ average rating of the human
effort to convey the i-th battery module and by weighing the i-th battery module. By
empirically collecting a sufficiently large sample of value pairs (EC,i, mi), or equiva-
lently (ln EC,i, ln mi), for i = 1, 2,… and substituting them into (6), the parameter s can
be estimated as the regression coefficient in (6).

In consideration of the maximization of the economies of scale in the manufac-
turing of the battery modules, this article takes it for granted that identical battery
modules (probably, except for their levels of aging) are adopted by the battery systems
that (1) concerns. All things being equal, if the net mass m0 of each battery module
(solely inclusive of the mass of the energy storage structures in each battery module but
exclusive of the overhead mass of the packaging materials and electronics) in the
aforementioned battery systems now doubles, then the energy capacity of each battery
module doubles, half the number of battery modules are needed to be discharged till
depletion or lowness in order to power equipment consuming the same energy as
before, and thus the mean number k of depleted or low battery modules at the end of
each discharge cycle of the aforementioned battery systems halves. As such, m0 is
inversely proportional to k, all things being equal, or mathematically,

m0k ¼ C ð7Þ

where C is a constant, which can be determined by empirically estimating the value of
k as in the discussion on (1) particularly for the aforementioned battery systems with
battery modules of a given value of mass m0 as weighed and multiplying this given
value of m0 by the value of k. Alternatively, and more precisely, C can be determined
by repeating the above multiplication, each time for a different value of m0 and thus a
different value of k, and averaging the values of C from the multiple multiplications.

For the energy storage structures in battery modules of different sizes, they are
simply the proportional miniaturizations or enlargements of each other. Thus, the
volume V0 and the mass m0 of the energy storage structures in a particular battery
module are related proportionally such that
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V0 ¼ k0m0 ð8Þ

where k0 is a constant to be trivially estimated.
Reasonably assuming a roughly cubic shape of each battery module, the surface

area A of the packaging materials covering each battery module is given by:

A ¼ 6� ffiffiffiffiffi
V0

3
p	 
2 ð9Þ

¼ 6�
ffiffiffiffiffiffiffiffiffiffi
k0m0

3
p� �2

ð10Þ

¼ 6� k0m0ð Þ23 ð11Þ

where (10) is arrived at by substituting (8) into (9). If the battery modules are not of a
cubic shape, (9) to (11) may require some refinement but they as what they are here can
still serve as a good approximation if the shape does not differ much from a cube.

The mass m of a battery module is composed of three components, namely,

• the mass m0 of the energy storage structures in the battery module,
• the mass of the packing materials covering the battery module, which is propor-

tional to the surface area A of the packaging materials, and
• the mass of the electronics associated with the battery module, which is a per-

centage of m0 [19].

In other words,

m ¼ m0 þ k0Aþ k00m0 ð12Þ

¼ ð1þ k00Þm0 þ 6k0 � k0m0ð Þ23 ð13Þ

upon substituting (11) into (12) where both k0 and k00 are constants to be trivially
estimated.

Substituting (13) into (5) gives

EC ¼ ½ð1þ k00Þm0 þ 6k0 � k0m0ð Þ23�s ð14Þ

Incorporating (7) into (1) gives

PðK ¼ k;
C
m0

Þ ð15Þ

Therefore, the probabilistic expected value of users’ total human effort to (re)charge
a battery system at the end of each of its discharge cycles, upon substituting (4) and
(14), is given by
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E ¼ EðEL þ kECÞ

¼
Xn
k¼0

k
Lb c
2 ½2EL1 þð k

L

� �� 1ÞELD�
þ

k
Ld e
L ðEL1 þ k

L

� �
ELDÞþ k½ð1þ k00Þm0 þ 6k0 � k0m0ð Þ23�s

8<
:

9=
;PðK ¼ k;

C
m0

Þ

ð16Þ

where
E = the expected value of users’ total human effort to (re)charge a battery system

at the end of each of its discharge cycles,
E(�) = the probabilistic expected value function, and
n = the total number of battery modules in each battery system.

In practice, n is known to the users given the known layout of the battery modules
in each battery system. Equation (16) forms the second trade-off model.

5 Ultimate Objective: Optimizing m0 for Minimizing Human
Effort

As with the first trade-off model, the ultimate objective of formulating this second
trade-off model is of course to optimize, or more precisely minimize, E in (16) upon
substituting into it the values of n, L, EL1, ELD, k0, k0, k00, s, C, and PðK ¼ k; C

m0
Þ as

known, estimated, or determined in ways delineated in the last section for battery
systems that the last section concerns. Mathematically, the minimization is

minE ¼ min
m02 ML;

ML
2 ;

ML
3 ;

ML
4 ;���f g

Xn
k¼0

k
Lb c
2 ½2EL1 þð k

L

� �� 1ÞELD�
þ

k
Ld e
L ðEL1 þ k

L

� �
ELDÞ

þ k½ð1þ k00Þm0 þ 6k0 � k0m0ð Þ23�s

8>><
>>:

9>>=
>>;
PðK ¼ k;

C
m0

Þ

ð17Þ

where ML = the total mass of the energy storage structures in each layer of battery
modules in each battery system, and is accomplished by searching for the optimal m0

out of the feasible values ML,
ML
2 ,

ML
3 ,

ML
4 , …, which correspond to splitting each layer

into different integral numbers of battery modules. In practice, this search needs not to
be indefinite but can stop at the possible minimum mass of the energy storage struc-
tures in each battery module as limited by the manufacture and practical usage.

As with the search for the optimal m in the first trade-off mode, the search for the
optimal m0 here can be performed simply by substituting ML,

ML
2 ,

ML
3 ,

ML
4 , … into m0 to

find the minimum E value that results or by means of genetic algorithms.
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6 Discussion

This article aims to propose the second trade-off model (16) as a mathematical model of
human effort trade-off concerning the method and the subsystem for battery design that
were published earlier by the author and a co-inventor and are now covered by several
patents and patents pending around the globe. It also suggests (17) for the optimization,
or more precisely, minimization of users’ human effort to (re)charge the battery systems
in question in the context of the aforesaid trade-off. The minimization is to be
accomplished through the search for the optimal mass m0 of the energy storage
structures in each battery module of the battery systems. This second trade-off model
improves the first trade-off model proposed earlier by the author in that the former and
the human effort minimization based on it relax the restrictive and unrealistic
assumptions underlying the latter and its corresponding human effort minimization.
The improved and more realistic human effort minimization can better position the
method’s and the subsystem’s related real-life manufacture and commercialization in
the highly competitive market through better optimizing m0 for the sake of users’ best
ergonomic benefit of minimum human effort to (re)charge the battery systems at the
end of each of their discharge cycles during their daily usage. Whilst the method’s and
the subsystem’s key philosophy is to modularize battery systems, such a mass m0 is a
key parameter as it dictates the extent of the modularization, i.e., the number of battery
modules that each battery system is to be broken into.
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Abstract. The reported study was funded by RFBR according to the research
project № 18-013-00623. The activities of oil and gas specialists are carried out
by the shift method, a number of dangerous situations arise due to extreme
climatic, geographical, industrial and social factors. Employees assess these
situations differently. To some of them, workers are adapted, they know how to
act, which reduces their subjective assessment of the danger, and other part still
causes certain difficulties and requires more attention from the management of
enterprises. With the help of the questionnaire, a subjective assessment of the
dangers of occupational situations that might occur during the shift was con-
ducted. Employees assessed the following 18 situations. The most dangerous for
employees are situations where relatives have problems at home, and you cannot
help, when it is necessary to perform a work hazardous to health. This study
showed the differences in the assessment of the danger of occupational situa-
tions by shift workers of various occupational groups.

Keywords: Safety � Dangerous of professional situations � Oil production
Professional groups � Shift work � Arctic

1 Introduction

The reported study was funded by RFBR according to the research project №
18-013-00623. The Russian Federation has a unique resource potential, due to which it
occupies one of the leading places in the world fuel and energy system. The growth of
gas transportation volumes largely depends on the development of new gas condensate
fields in the Arctic of Russia. Significant removal of these objects from settlements with
developed infrastructure promotes the use of shift work method in companies.

Activities in extreme conditions make other requirements for the professional
adaptation of workers, which is due to the unpredictability of the occurrence of stressful
or emergency situations that require rapid response and resolution [1–3]. The safety of
the worker’s behavior and the success of his professional activity in extreme conditions
depends to a large extent on the characteristics of a person’s personality, his subjective
sensation, self-regulation, and protection from danger [4, 5]. Therefore, the study of the
worker’s safety behavior is necessary not only taking into account the organization and
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working conditions, but also the features of his psychological safety, as a potential
opportunity to avoid making mistakes in the workplace [6].

Psychological safety, like any professional characteristic, depends on:

(1) the stable individual qualities of a person;
(2) the current status of a person;
(3) attitudes towards the activities performed and its safety; and
(4) the professionally important qualities and skills.

Due to the fact that the activities of specialists in oil and gas companies are carried
out mainly by the shift method, a number of dangerous situations arise due to group
isolation conditions and extreme climatic and geographic conditions of the Arctic. They
are: absence of the possibility to leave the shift camp in adverse weather conditions,
difficulties with transportation, limited means of communication, limited availability of
medical assistance, etc. [7, 8]. These situations are assessed differently by the
employees: to some of them the workers are adapted, they know how to behave and
act, and therefore their subjective assessment of its danger is reduced. Other situations
still causes certain difficulties and requires more attention from the management of
companies. The present study is devoted to the study of such situations. The research
aim is to study the subjective assessment of the danger of occupational situations by oil
and gas workers of different professional groups by the shift method in the Arctic.

2 The Research Materials and Methods

The study involved 70 oil workers in the territory of the Nenets Autonomous Okrug
(the duration of the shift 30 days) between the ages of 24 and 60 (mean age
38.7 ± 9.7). The work experience of the shifted method varies from 0.5 to 31 years
(9.53 ± 7.6). Employees participated in the study with their personal consent; the
selection by other parameters was not required.

With the help of the questionnaire, a subjective assessment of the dangers of
occupational situations that may occur during the shift period was conducted. The
employees assessed the following 18 situations:

(1) the relatives have problems at home, but you cannot help;
(2) hazardous work;
(3) an error due to which you or your colleagues may suffer;
(4) the situation when you are sick, and a doctor’s consultation is required;
(5) prevent risks associated with testing new equipment;
(6) a colleague violates safety techniques;
(7) uncorrected equipment;
(8) work without personal protective equipment;
(9) the situation of weather changes, as a result of which there is no exit from shift

camp;
(10) smoke or fire;
(11) rendering of the first medical aid;
(12) absence of colleagues in the workplace when assistance is needed;
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(13) work without prior instruction in safety precautions;
(14) a situation of power failure;
(15) a deprivation of communication facilities;
(16) a situation of water supply shutdown;
(17) there are chronic diseases, but you have forgotten the necessary medications;
(18) an injury.

The situation was determined on the basis of the results of previous expedition
studies and analysis of documentation on labor protection of oil and gas companies.
The assessment was made on a 7-point scale, where the 1 situation is estimated by the
employee as minimally dangerous; 7 as the most dangerous situation. The statistical
methods are: descriptive statistics, multi-dimensional variance analysis MANOVA.
The processing was carried out using the SPSS 22.00 software package (licensing
agreement No. Z125-3301-14, NArFU).

3 Research Results and Discussion

In order to determine the most dangerous situations for the workers, the analysis of
descriptive statistics was used (Table 1).

Table 1. Results of descriptive statistics on the subjective assessment of the dangers by workers
in oil and gas companies

Situations Mean
value

Standard error of
mean

1. The relatives have problems at home, but you cannot help 3.18 0.307

2. A hazardous work 3.15 0.308
3. An error due to which you or your colleagues may suffer 2.89 0.324

4. The situation when you are sick, and a doctor’s consultation is required 2.80 0.288
5. Prevent risks associated with testing new equipment 2.80 0.276
6. A colleague violates safety techniques 2.76 0.281

7. An uncorrected equipment 2.71 0.268
8. A work without personal protective equipment 2.69 0.262

9. The situation of weather changes, as a result of which there is no exit
from shift camp

2.47 0.240

10. Smoke or fire 2.44 0.299
11. Rendering of the first medical aid 2.40 0.284

12. Absence of colleagues in the workplace when assistance is needed 2.35 0.201
13. Work without prior instruction in safety precautions 2.29 0.242
14. A situation of power failure 2.27 0.251

15. A deprivation of communication facilities 2.15 0.233
16. A situation of water supply shutdown 2.04 0.235

17. There are chronic diseases, but you have forgotten the necessary
medications

2.02 0.264

18. An injury 2.02 0.250
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According to Table 1, the most dangerous for employees are situations where
relatives have problems at home, and you cannot help them (3.18 ± 0.307) and when it
is necessary to perform work hazardous to health (3.15 ± 0.308), (Fr2 = 2.42, with
p < 0.001).

Due to the fact that according to working conditions the professions that are in
demand in the oil and gas industry have significant differences, we assumed that
workers will also assess the danger of occupational situations in different ways.
Therefore, we conducted a professional analysis of all the professions of specialists
who took part in the study and divided them into four professional groups: (1) oil and
gas operators, (2) operators of cleaning facilities and a boiler house, (3) drivers and
(4) engineering and technical personnel.

The first group includes oil and gas operators, which perform work to service wells
and ensure their uninterrupted operation under the supervision of persons of technical
supervision. They regulate the operation of the equipment in accordance with the
specified regime, serve the ground equipment of the wells, participate in the installa-
tion, dismantling and repair of field equipment. Their professional activity is carried out
mainly in the open air.

In the second group, operators of sewage treatment plants and a boiler house are
singled out. Whose work goals are broadly consistent with the goals of oil and gas
operators’ work: monitoring, assessment, diagnostics, and maintenance of equipment.
However, operators for maintenance of treatment facilities, boiler house most often
perform their professional tasks using automated equipment, monitoring the operation
of automatic devices, checking the correctness of the instrument readings, eliminating
minor malfunctions. At the same time, professional activity is carried out in the open
air, but more often in closed premises.

The drivers of various kinds of vehicles were united in the third group. Workers of
this category carry out transport management, maximally while ensuring the safety of
passengers, also ensure the technically sound condition of the vehicle itself. Their work
is often in the open air.

The fourth group consisted of engineers and technicians (an oil preparation engi-
neer, a mechanic, a master, etc.). The main function is to monitor the operation of oil
and gas equipment, maintain documentation, introduce new technologies in the
preparation and transportation of oil. Their professional tasks also include the orga-
nization and maintenance of maintenance and repair of mechanical equipment, quality
control of oil preparation, ensuring control over the quality of the work performed by
oil and gas production for team members. Their professional activities are carried out
both in closed premises and in the open air. Thus, the goals of their work are multi-
functional, since they cover not only control, assessment and diagnostics, but also
consist in transformation and maintenance. At the same time, the means of labor
include manual and simple adaptations, mechanical, automatic, portable and stationary.

In order to study the differences in the assessment of the dangers of occupational
situations by shift workers of various professional groups, a multidimensional analysis
of variance was used. Multivariate tests show a statistically significant effect of the
factor professional group on the results of the study (p = 0.001). The results of
one-dimensional tests indicate that this effect is valid for the following situations:
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(1) the situation of weather changes, which is why there is no exit (p = 0.003);
(2) a situation where you are sick and require a doctor’s consultation (p = 0.03);
(3) there are chronic diseases, but you forgot the necessary medications (p = 0.054);
(4) deprivation of communication (p = 0.019); and
(5) an injury (p = 0.043).

The greatest danger is the four situations out of five (the situation of changing
weather, which means there is no exit; the situation when you are sick and you need a
doctor’s consultation; there are chronic diseases, but you forgot the necessary
medicines) are for drivers (Fig. 1). This is directly related to the characteristics of their
professional activity. On the one hand, drivers work in the open air, and therefore the
possibility of its implementation and efficiency directly depends on the weather con-
ditions, on the other hand, while fulfilling their duties, they are significantly removed
from the fishery where the medical station is located, these situations are most at risk.

The injuries are assessed as the most dangerous for operators and maintenance
technicians. Maintenance specialists in the maintenance and repair of equipment often
face minor injuries; these are occupations with the highest risk of injury, so they really
assess the potential threats of such situations and realize the possible consequences.
Operators’ activities have minimal risks of traumatism. Therefore, they can highly
appreciate the danger of such situations arising from the lack of experience of behavior
in them, the complexity of predicting the consequences, their uncertainty about the
correctness of actions in them.

According to Fig. 1, as the most dangerous, workers of all groups assessment the
situation when the doctor’s consultation is required. Which may be due to the fact, that
during the shift period there are often non-standard health-related situations that are not
always successfully resolved. One of the possible reasons for this assessment may be

Fig. 1. Subjective assessment of occupational hazards by workers of various occupational
groups
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the fact that in these situations the employee is sent to hospitals and polyclinics for a
nearby city or a city of permanent residence.

Most specialists are wary of the occurrence of such situations, as this leads to the
inability to continue working and reduces their pay. In this connection, they try to hide
such diseases and continue to carry out their professional activities, understanding all
the health risks.

Thus, as a result of our research, it is established that there are differences in the
assessment of the dangers of professional situations by the shift workers of four groups,
such as:

(1) weather changes, where there is no exit;
(2) the situation when you are sick and you need medical advice;
(3) there are chronic diseases, but you forgot the necessary medications;
(4) deprivation of communications and
(5) the injury.
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Abstract. Safety is the most crucial factor in energy industry, meanwhile the
safety topic is also not an integrity discipline by now. The paper introduced the
reasons why safety discipline is incomplete and presented 15 safety principles in
human factors, devices factors and safety system aspects. Safety is a subject
interdisciplinary and the researchers were hardly proved correct in certain
questions, however they can put forward some principles to make our industry
safe enough. The paper presented kinds of principles actually applied in the
power industry.
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1 Introduction

Electric power industry is one of the most complex system in the world. This system
offers interrupt power supply, in nationwide its too crucial to tolerance even power off
for a little while. The fatal factor in this field is the safety and stability of the electric
power grid. The industry includes design, plan, construction, maintenance, repairing,
upgrading and so on, which placed to strict desire to numerous engineers in the
industry. Not only they should assure the grid and the devices are under control, but
also they should keep safe when working in the field.

However, the safety problems didn’t seem to be well organized as a discipline with
complex reasons. By now in the academic these is debate about the safety theory. Some
experts recognized the safety is a subjective concept while some others hold a con-
troversy viewpoint. This paper agreed with the former opinion, but also thought it can
be judged by objective standards. So safety in electric power industry actually means
some suitable methods rather than correct answers.

Before mentioned the concrete safety principles, the paper would answer a primary
question: what is safety and how to describe it? In Marvin Rausand’s works [1], Safety
has two identification. The paper concluded that safety is the state and confidence
without unexpected losses, not mentioned the cases with intent to do harm. And safety
has more important figuration than identification.

(1) For individuals, safety mind has been form when childhood. Usually people think
about the safety problems by common sense eventually.
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(2) The action for safety can hardly been proved correct but easily been proved
wrong.

(3) Safety investment are necessary but benefits always are invisible.
(4) For a company or an organization, safety system and concept take shape after its

carrier has formed. So it unlikely to design a brand new safety system, as the
safety system is not independent.

Most research about safety focus on some specific area by now, such as how to
prevent electric shock or gas hazard, there is rare principles of safety guides about how
to organize and improve the overall safety extend. The paper recognized that safety is
too complex to summarize in a single way, electric power enterprises and organizations
run their own methodical safety or risk system. The paper summarized 15 principles in
three aspects as below.

2 Safety Management Principles

2.1 Safety Principles of Devices Design Based on Human Factors

In former research [11], it has been proved that human factors should be considered to
reduce common human errors. The paper presented principles about how to realize it.

2.1.1 Reliable and Distinguishable Indicator and Interlock Relationship
for Power Grids and Devices
The same with other industry such as subway system [12], the power system rely on
SCADA, protection devices and interlock relationship to keep out of human errors. The
operators monitor the power grid and its substation or plants mainly by SCADA
(Supervisory Control And Data Acquisition) system. And each main devices has
projection relay to cut off the fault devices immediately. Furthermore, the entire grid
are protected by some more complex system such as interlock relationship devices,
safety and stability control devices. Generally speaking the Protection relay, control
system and SCADA, interlock relationship devices are irreplaceable and its signal or
criterion should show the state of the grid and devices precisely. Power system is a
continuous system even if only for a while, instantaneous, its energy transmission and
fault will release huge energy and need timely removal and recovery in order to prevent
the failure affect the larger range, so controlling and protection devices has been placed
along with the transmission grid. For example, both the state of switch and the current
can be showed or judged for whether a transmission line in use, but the later one is
more reliable than the former one [2]. So more reliable and distinguishable indicator or
criterion should be chosen when design to differ the similar but different cases. More
than one indicators can show the state of devices but the most appropriate one or their
logic combination should be chosen.

2.1.2 Redundancy Principles
The same with other complex system, electric power system consists of masses series
and parallel connections [3]. The system should maintain the frequency and voltage,
cut off the fault part, it is far more than a single system in fact.
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Redundancy design should be based on the keeping system security and reliability,
and usually focus on some key components or functions. When a system failure occurs,
such as a equipment damage occurs, the redundant configuration of components can be
put into operation or remain in normal to maintain the working condition. Most
important devices have redundancy figuration, how to choose and how much redun-
dancy is a problem. The paper recognized that the redundancy should be consider as
following conditions:

(i) Failure rate is beyond the average component failure rate;
(ii) Failure cannot be detected easily;
(iii) The failure influence the whole system.

2.1.3 Unique Named
From a substation to a variety in the software program, everything should have its
unique name in some scope.

The name of the device should be significant distinguished. After a long period of
development, many devices from manufacture have its own nomenclature rules, which
largely avoid duplication and confusion, and also avoid many security risks. However,
due to the high integration of the power grid, the naming of physical quantities in
equipment and software is not uniform, and it is difficult to accurately predict the large
number of carriers that need to be named. But the false name or rename itself is a threat
to security, and the rules of name need to be regulated according to the actual situation.
Especially in the software, the name of the physical quantity or the unit is always the
only way for checking. The false name or rename hardly be detected but would cause
potential safety hazard.

2.1.4 Unify Configuration and Composition Principles
The unify configuration and composition of equipment is an important guarantee of
safety. Although it does not cause the fault directly, it is important considering the
influence of human factors. The unify configuration and composition of equipment
means less probability of mistakes in maintaining obviously. The author or had ana-
lyzed 100 incidents and attempted accident, found that 82% of them include “unsafe
and non-artificial factors”, about half of which existed unified equipment or
identification.

2.1.5 Power Grid and Devices Visible and Manageable Principles
The monitoring of the power grid and its equipment can be classified by monitoring of
the power grid and monitoring of transmission equipment. At present, the maximum
monitoring system reveals the power grid level, and the minimum monitoring reaches
the flash or CPU of Industrial PC (IPC). Accidents due to the state of key component
invisible is popular [4]. It is hard to define what is visible level is best considering the
economic cost. As the visibility is aim to being manageable, the devices which visible
level rely on should be more reliable than the devices they are supervising, and the
indicators visible level show to human can make a difference. Except visibility, being
manageable requires Human-Machine Interactive(HMI) function as well. In Prof.
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Nancy Leveson’s research, the HMI function should include incremental control and
error tolerance [13].

The paper took the temperature relay of electric reactor for example. The stan-
dard <IEC 60255-8 Electric Relays: Part 8 Thermal Electric Relays>, presented tem-
perature curves of electric reactor depending on different circumstance. However the
temperature sensor is not reliable enough for protection relay and supervise. So the
designer chose electric current of the electric reactor to calculate the temperature, as the
electric current is the only crucial factor for temperature. When the incremental tem-
perature archived the setting the projection relay will cut off the reactor. When the
temperature rises but not high enough, the SCADA will remind the operator to take
appropriate action. And SCADA and 2 sets of protection relay have independent sensor
and circuit so any single failure wouldn’t lead to accident in theory.

2.1.6 Oriented Numerous Devices Management: Comprehensive
Management and Professional Management Crossing Principle
Most electric power enterprises and institutions are holding comprehensive manage-
ment and professional management. Comprehensive management orients all kind of
devices in an area or power plants, while professional management focus on a certain
kind of devices in spread area or wider range. Comprehensive management is in charge
with recover and eliminate the defect of the devices. Professional management observe
all the information about certain kind of devices and detect the hidden risk. For
example, if this kind of devices from some company breakdown in some special
environment, it may be a hidden risk to other companies in this kind of environment
too. Professional management would recover and eliminate the hidden risk [5] before it
happens in their own company. Professional management actually play a external
supervise role. Most devices are included in both comprehensive management and
professional management.

2.2 Safety Principles Human Factors

2.2.1 Human Factors Date Analysis Attribution Principle
As the paper introduction indicated, safety is a subjective concept in essence. Staffs
often contribute to different factors when analyzing the same accident. Furthermore,
accidents are something negative and rare people can see all of the details. As Haddon
presented in his research, countermeasures to accidents should focus on reducing future
loses rather than casual factors [14]. The accidents and their countermeasures are
asymmetric. Introduction of data analysis is an objective method for accidents attri-
bution. Any accident has many causes but people are always attribute to the factors
they knew and thought can be changed. So an objective method of analysis is collect
more accidents or near misses to conclude. Any accident is due to some of the con-
clusions, with unpredictable time and address.

The paper analyzed full picture of 100 accidents or near miss belong to a major.
The analysis included two steps: primary analysis oriented accident factors, further
analysis oriented the reasons based on the primary analysis. The primary analysis select
12 possible factors (top 9 listed in Fig. 1). The further analysis is attributed to lack of
risk control based on the primary analysis. The paper classified the risk control by 4
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types: institution control, organization control, technical skills control and safety cul-
ture control. Institution control is setting standards of procedures, rules and measures to
control working procedure or equipment specification rule-based, making the work
more measurable too. Organizational control is to minimize the safety risk through
appropriate deployment of resources including human resources, tools, time and
schedule. The technical control is reducing the risk by experienced workers or
supervisors with higher safety skill. Safety culture control is that individuals have a
strong sense of safety awareness, the department or team has rich safety culture overall.

Any accidents can be attributed to the lack of some aspects. The reasons statics are
listed in Fig. 2 and the accident countermeasures can be easily made up. And the
accident countermeasures probably effect more than one aspects, ones effected higher
accumulation aspects should have priority. After countermeasures has been put in use,
the number of accidents and near misses of this major decreased to less than half.

This classification is according to the aspects which the company or organization
can make a difference. The reasons mentioned above might not be fit for other com-
panies or circumstance.

Fig. 1. Primary analysis: factors statistics of 100 accidents

Fig. 2. Further analysis: reasons statistics of 100 accidents

Safety Management Principles in Electric Power Industry 545



2.2.2 Minimum Number of Individuals Principle
Supervise institution are proceeding in field work of electric power industry. It means
any operation or field work requiring at least 2 workers, expect qualified employees
making an inspection tour for equipment. Most work or operation need at least 2 field
workers and 2 others to permit. So it usually takes four people to start a field work, the
number is going to be more if the wok is complex. This has been proven to be
reasonable and written into China’s electricity safety institution [6]. In former research
the human error are classified into slips and mistakes [15]. At least 2 field workers and
2 others to permit institution decrease the probability of both.

2.2.3 Definite and Suitable Responsibility for Each Post of Duty Principle
Each safety responsibility corresponds a post of duty. The paper assumed that no
person or post can see the full picture of safety risks. The assumption is based on the
that for the issue of safety, everyone’s experience is limited, and it is not even clear
what the key factors are in maintaining the safety for someone. According to the
author’s experience, rare ones even knows that he needs to know more than 50% of the
total amount of safety information and knowledge. Everyone has his or her own safety
sense based on their knowledge from his or her childhood. Professional knowledge
aims to make the technical problems as “common sense”. It is the common sense that
really dominates people’s behavior about safety. If you need to keep the work safe, you
shouldn’t make your job look more professional. Instead, you should make your work
look more ordinary and logic, so more people can understand and their safety
knowledge and viewpoint can be put in use. Making the work “seemed ordinary”
should be the responsibility of grassroots managers. Top manages do not necessarily
have an experience of each professions, they need the grassroots level managers
express safety risk visualization to make risk pre-control decisions [7]. Prof. Nancy
Leveson presented that bottom-up decentralized decision may be right but cannot
prevent accident [16]. The paper agreed with that but should point out bottom-up
information is necessary. Generally speaking grassroots managers or middle level in a
company or organization are in charge with the bottom-up and up-bottom safety
information dealing and transfer. Also they are important connection for unified safety
culture. Their duty and role should be definite and suitable.

2.2.4 Rules and Standards Principle: Rules and Standards Should Offer
the Workers a Good Choice in Any Circumstance
The power industry, like all other industries, has a well-established regulatory system.
Although the specific procedures adopted by each country varied, the role of rules is
same. In equipment management, should have the manufacture procedure, technical
regulations, design procedure, transport regulations, construction installation proce-
dures, commissioning acceptance procedures, operation maintenance procedure and
equipment life cycle management regulations, etc.; In terms of personnel management,
it should be equipped with scheduling operation procedures, electric power safety
operation regulations, technical specifications for electric work tickets and operation
instructions for specific work tasks. In addition, the investigation in some specific areas
such as accident, operation maintenance strategy based on the power grid operation
need to issue the specification.
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The rules and standards normally provided a safe way to complete the work.
However some of them are hardly put in use in some circumstance. When this happens,
the staff have to disobey the rules and standard. The worse effect is rules and standards
lose some authority in the safety culture and cause safety culture degradation further
more [8].

2.3 Principles of Safety Management System

Safety system is widely spread system consists of human and non-human factors, the
concept of safety system the paper mentioned is oriented to an organization or a
department at least. As Prof. Nancy Leveson indicated in her book [10], the safety
system cannot rely on the reliability of the components. The paper presented principles
about how the safety system works.

2.3.1 “No Dead Ends and More Crossing Points” Principle
Draw the flow diagram of the safety system and it should have no dead ends and
consist more “crossing points”:

If the whole process of safety management in the form of flow charts, so there
should be no dead end in this diagram, there should be “circle” situation. More
“crossing points” means more check procedure and more safer, “dead ends” means not
being check easily.

The following chart showed the common safety procedure. The author analyzed
100 accidents and near miss which he knew well and found errors in every step. The
sum number that errors occurred showed in the chart. The red steps means more error
occurs, and they are all “dead ends” step. The green steps has seldom errors and most
of them are “crossing points” as Fig. 3 showed.

2.3.2 Multi-majors Assemble Principle
Approved working plan by multiple levels institution, assemble the engineers from all
relative aspects to talk about certain problem.

Any works or on the operation of the equipment need to be permitted by the
relevant levels and professional, which is the on behalf of the company risk control.
While the assessment of risk is unlikely to be complete, it is easy to judge when it
comes to majors. Multi-disciplinary review can help risk control in the work.

In terms of safety, people can imagine the problems faced by the others, but can not
completely stand in the position of the other roles to consider a problem. It’s much
easier to find others’ problem than to find his or her own. So examination of work plan
or project design by multi-majors background professionals is more likely to be a safe
way.

2.3.3 Safety Management System Orientation Principle
Safety management system is neither an independent system nor a single system.
Individuals have different viewpoints and ideas from different positions, everyone has
his or her own safety system thinking. So different level or positions should play
different roles. Each role is oriented and define the unacceptable losses [17]. Operators’
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error may be a direct cause for accidents but not the only reason. The paper presented
one of the appropriate way as follows.

Safety management include different levels, different levels should have targeted
orientation. The top level operate the whole system, the middle level system manege
the human resources and devices, the base level focus on the concrete risk of work. For
the base level the safety risk comes from the concrete work; for the middle level the
safety risk are based on human resources and devices; for the top level, making sure the
whole system operating normally is the most crucial charge [9].

2.3.4 Tolerance Safety Management System Principle
Tolerance the unknown factors existed and different opinions about the risk is feature
of advanced safety management system.

No perfect safety management system exited but the system should be clearly
visible for controlling. The problem is easily found when something goes wrong.
Acknowledgment the unknown factor existed in the system is necessarily.

Fig. 3. Procedure and statistics of 100 accidents
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When different individuals or minority have different opinions about the risk in the
work, they should not be thought wrong. In the system view, any thoughts are root in
the system and culture. Different opinions maybe mean less important but do not mean
wrong. The advantage of system thinking is assembling the resources in a certain
direction but the disadvantage is lost some viewpoint from other sides. As the paper
mention above, no one can see the whole view about safety system so the tolerance is
necessary.

2.3.5 The Compatibility Principle of Technology Development
Technology never stopped developing so the safety system should have the compati-
bility for both new and dated technology, especially in communication field. In electric
industry unify communication statute is applied and tested to make sure the compat-
ibility the different devices but factual condition is more complex. When new tech are
already been use, the compatibility is not easily fixed any more. So new devices should
be consider about the compatibility of the whole system in the safety view.

3 Conclusion

The paper introduced the reasons which safety discipline is incomplete and presented
15 safety principles in human, devices and system aspects. Safety is a subject theory so
the researchers hardly were proved correct in certain question, however they can put
forward some principles to make our industry safe enough.

The author has proceed 10 year’s research about the safety theory and found it is
hard to conclude a unified way to keep our system safe. However, the principles and
objection in safety system have a lot in common. So the paper presented the principles
about safety and hope they can be consider in more area.
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Abstract. Power infrastructure development is the pillar for every nation’s
economic development. The constraints facing the development of energy in the
Low-Income Countries (LICs) of Sub-Sahara Africa (SSA) have greatly com-
plicated their economic growth. The purpose of the paper is to identify the
challenges facing power development in LICs. A confirmatory literature relating
to power infrastructure development was undertaken to identify the challenges
affecting power development in the LICs of SSA. The factors affecting the
investment in power development sector of the LICs were found to be lack of
funding, unfavorable policy framework, lack of technological knowledge, low
electrification tariffs due to low incomes and lack of preparedness from the
government were identified as the major cause of underdevelopment of the
power sector in LICs. In order to improve the development of power infras-
tructure in LICs, favorable policies must be adopted that will bring about active
participation of private investment in the energy sector. Likewise, the adoption
of the Green-House-Gas (GHG) emission charters must be implemented to
attract finance through the Clean Development Mechanisms (CDM) to develop
the power infrastructure in these regions. The study contributes to the
improvement of power sustainability in the LICs, which will directly improve
the economic development, eradicate poverty, and contribute to power devel-
opment in Africa.

Keywords: Economic growth � Infrastructure
Low income countries power development

1 Introduction

Power infrastructure development is the basis for every nation’s economic and
industrial development, also for low-income countries (LICs) in Sub-Sahara Africa
(SSA). Secured access to energy infrastructure will improve lives and support the
sustainable development goals. Most of the 1.3 billion people in the world without
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access to electricity are from SSA countries and South Asia [1]. The lack of adequate
power infrastructure in the region has about 81% of the people relying greatly on the
traditional biomass for cooking. Since most people in the LICs of SSA lives in the rural
areas, these traditional biomass usage systems have had negative influence on air
pollution, soil decay, deforestation etc. [2]. This trend of biomass usage will increase
by 10% from 2009 to 2030. It will continue in this way because the access to electricity
in the region cannot meet up to the size of the growing population due to lack of power
infrastructure development in the region [3].

The high rate of power under-development in the region, led the United Nations
secretary general Banki Moon in enacting a platform called “sustainable energy for all
initiative” this will comprise of civil society, private and public collaborations, with the
aim of meeting the universal access to global energy. These will also increase power
infrastructure sufficiency and it will increase the global renewal energy market [4].
Anthropogenic greenhouse gas (GHG) emitting from the LICs of SSA is about 68% of
the power-related services, and this trend will rise if there is improvement in the power
infrastructure in the region [5]. The improvement in the power infrastructure devel-
opment in the LICs of SSA will improve the lives and economy in the region but it
should be in a sustainable way. The adoption of the following renewal energy trends
such as; biomass power, wind power, wind energy, solar power, hydroelectricity,
thermal energy will definitely reduce the absorption of GHG to promote sustainable
development for all, secured supply of energy, improve economic growth and also
supports the millennium development goals initiatives (MDGs) [6].

In general terms every nation in the world have a scale in measuring per capita
earnings, energy resources, economic goals, population size, investments and tech-
nologies [7]. Therefore, the region requires a viable power infrastructure institution to
enable the region achieve the global energy for all initiatives which were enacted by the
United Nations. For the countries in Africa or the LICs in Africa to achieve this
initiative by the year 2030, the power generation capacity of the region must rise to
about 13% growth on a yearly basis. Since the past two decades ago, the power
generation of the region has increased by just 2%, leaving a gap of 11% [8]. The impact
of the rate of under-development in the power infrastructure sector of the LICs of SSA
is evident in the area of high level of poverty and the least less industrialized regions in
the world [5]. This region is blessed with excess renewal energy resources, but the
problem of funding power infrastructure has limited the development electricity in the
region. There are studies that showed for LICs in SSA to achieve the general access to
energy for all initiative, the rate of electrification I the region must improve by 60%.
Anything less than this will result in the realization of just 80% of the united nation
general access to energy for all initiatives by 2030 [9]. Expressly said, it can be seen
that for the LICs countries to achieve the global access energy for all initiatives there
must be exploration of effective policies and mechanisms to mitigate the challenges
facing power infrastructure in the region [4].
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2 Literature Review on Power Development in the LIC’s

The impact of power infrastructure development in a country cannot be over exag-
gerated. Various collaborators in the sector have recognized the amount of economic
growth that power infrastructure development can bring to a particular region [10]. For
instance, the Forum of Energy Ministers of Africa agreed that an improvement in the
power infrastructure development in the LICs of SSA will improve the quality of lives
of the citizens, promotes sustainable development in the region, create wealth and
employment, improved industrialization and also in realizing the MDGs objectives.
And also, the studies of Duvenage et al. [11], Suberu et al. [5] and Wood et al. [12]
agrees that realizing a secured power supply system and also, eliminating the power
sector aid to climate change, both are the challenges facing the realization of the
sustainable energy agenda in the region. The rate of anthropogenic GHG emission is
relative to the rate of energy output in the LICs of SSA. It has been assumed that by the
year 2030, while the demand for energy supply will rise to 53% in the region also, the
amount of carbon dioxide emission will increase by 55% in the region. As result of
these anthropogenic GHG emission that is relative to energy output, will cause about
1.5 billion in the world will lack access to power supply [13].

However, with the great abundance of renewable energy resources in the LICs of
SSA, these enormous potential is an advantage when can be utilized in realizing of a
safe and secure environment and promotes sustainable energy development in the
region. An example of such abundance is the 19-fold usage of hydroelectric power in
Africa [4]. The study of Jumbe [14] and Haliu [15], agrees that the result of low power
under-development in the LICs, can be linked to the following; lack of finance, fuel
price, technological rates, subsidy, policy framework and economic level. The appli-
cation of the United Nations initiatives by the LICs of SSA will result to the
improvement of power accessibility of the region from the present 30.5%.

The motive of making energy supply accessible with the reduction in the prices of
tariffs, these tend to complications in the policy framework because of the rate of
poverty in the society. Therefore, the act of subsidizing the power infrastructure sector
to make it cheap for the citizens, makes realizing a stable supply of electricity in the
region unachievable [16]. The studies of Singh et al. [17] and Roy et al. [18], agrees
that the absence of mechanisms such as; taxes, bonds, market instruments, tax
exclusion and subsidy will complicate the promotion of renewable energy develop-
ment. Countries like Malawi, Botswana and South Africa have an enormous potential
of renewable energy but the adoption of fossil fuel in the generating electricity will
increase the emission of the GHG, thereby making the environment not safe for the
lives in the region [4]. The influence of policy framework in the development of power
infrastructure development in the region is part of the setbacks the region has expe-
rienced. Therefore, there is need for new and effective ways of funding power
infrastructure development in the LICs of SSA, to enable the region achieve the general
access to energy for all initiatives [19].
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2.1 An Overview of the Factors Affecting Sustainable Energy in LICs

According to United Nations reports in 2012, the following are the factors affecting the
development of sustainable energy in the LICs of SSA.

Less Financial Strength: Due to the enormous resources needed to finance power
infrastructure development in the region and due to lack of private sector participation
to aid government spending. Since government is the traditional financier of power
projects in the region.

Policy Framework: There must be a well laid down favorable policies by the central
government, through legislations that will attract the participation of private investors.
When there are favorable policies, it will encourage private investors in the power
infrastructure development in the LICs of SSA to advance their development in the
sector.

Lack Technological Knowledge: This factor has affected the development of power
infrastructure in the LICs of SSA. The rate of lack of awareness of the technological
advancement in the power infrastructure sector in the LICs has hindered the region
from realizing an efficient power supply and the United Nations energy for all
initiatives.

Tight Power Generating Plan: This factor also come up as a limitation in the devel-
opment of power infrastructure in the LICs and the United Nations energy for all
initiatives.

Low Rate for Electrification: The amount for electrification also, comes up as a lim-
itation in the development of power infrastructure in the LICs. The less the rates for
tariffs for electricity in the region, the less the private investors are willing to invest in
the region. This is because private businesses are profit oriented and not interested in
rendering services without making profit off the investment.

2.2 Ensuring the Development of Power Infrastructure in the LICs

All know the importance of power infrastructure development. Different shareholders
in the power industries and policy institutions have noted the significance power
infrastructure development means to the economic development of country [10]. The
report of The Forum of Energy Ministers of Africa in 2006 said that it is accepted that a
boost to the energy sector can influence sustainable development, create employment,
industrial growth, empowers citizens and promotes the achievements of the MDGs.
The study of Suberu et al. [5], Duvenage et al. [11] and Wood et al. [12] agrees that
making power supply stable and restraining the power sector grants to climate change;
both are the problems faced in achieving the sustainable agenda. The rate of anthro-
pogenic green gas emission (GHG) which is related to energy output in the SSA. It has
been framed that by 2030, the demand for energy will increase by 53% and the carbon
dioxide emission will increase by 55%, making a massive population in the world of
about 1.5 billion to lack adequate access to power supply [13]. With the enormous
potentials Africa has in renewable energy, it can be utilized in achieving a safe envi-
ronment to meet the demand of sustainable energy in the region; an example is the
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potential of hydropower in Africa with “19-fold” usage. In agreement to this Haliu [15]
and Jumbe [14] stated that the nature of low power supply in the region could be
attributed relationships between the following; finance, “grid connectivity”, compara-
tive fuel price, price of technology, subsidy agenda, power policies and earnings level.
Countries in the SSA has the perspective to holistically boost the power access rate
from the latest 30.5% by the applying the united nations initiates in curbing these
challenges.

The drive to make power supply accessible in line with reduction in the rates makes
it a complicated policy because majority of the citizens are poor. Therefore, by sub-
sidizing the electricity sector makes power cheap for the citizens and in turn affects the
supply of electricity in the region [16]. Singh et al. [17] and Roy et al. [18] agrees that
the absence of important instruments like taxes, market mechanisms, grants, tax
exclusion and subsidies will contrive the renewable energy deployment. There is
abundance of renewable sources in countries like Malawi, Botswana and South Africa,
but utilizing the fossils energy increases the emission of carbon dioxide in the region
thereby having negative influences on the environment, making the environment unsafe
for the citizens [4]. Most cases the resources for the development of the power
infrastructure is made available but the negative influence of recognized institution,
policies framework has hindered its development as shown in Fig. 5 below. Therefore,
there is a call for immediate news ways of financing power infrastructure to enable the
region to have access to a total supply of electricity in a sustainable manner [19].

2.3 Power Investment in SSA Low-Income Countries (LIC)

Energy investment planning comprises of effective agendas, objectives, programs and
well-structured regulations that can be used to attain social-economic platform in the
power sector to boost the approach to dependable, economical suitable, general
acceptance, reasonable and climate-safe energy for sustainable growth and empower-
ment of the citizens [20]. The absence of political drive, lack of preparedness and
unfavorable policies in fixing the energy sector challenges has hindered the progress of
the sector [21]. There are great needs of private sector participation in the power sector
of (LIC) in SSA, to bring about general energy access to all initiatives by the year 2030
[22]. The more private sector investment in the sector and effective policies will greatly
improve the power sector, because private sector participation attracts additional
finance that can bridge the gap financially, technically and managerial aspect of the
power industry [23]. With the participation of private investment in the power sector,
this will allow government to shift attention to other sector in need of development
example; health care facilities. The challenges facing private participation in the SSA
countries in well-known and the way other nations has been success in streamlining
these challenges in promoting power investment differs greatly, mainly because the
interwoven relationship with the problems [24]. The population structure of the SSA is
about 910.4 million people, 37% of the people stay in the urban centers. The electri-
fication ratio is unequal with 59.5% for urban centers while 14.2% for rural centers that
inhabits most of the population, these makes them on a pitfall in the access of power
supply, socio-economic development and employment [25].
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There are rise in social problems in SSA due to lack of jobs and inadequate lack of
sufficient basic social facilities for the growing populations [26]. Predominantly power
sector has a significant role to play, in equally promoting the access to electricity in the
rural centers that can create jobs and developments for the citizens and improve their
lives positively. The main aim of private investment is to make profit i.e. value for
money, not to render social services to the citizens, therefore motivating them has its
challenges [27]. Despite its obvious disadvantages in motivating private investors in
the power infrastructure projects, there have been some success cases of private
investment in the area of renewable energy in different nations. One example was
private has improved the power sector is the Addax Bioenergy Ltd services in Sierra
Leone, where more than $258 million was invested in the Makeni Power Project. The
power project comprises of “sugar plantation and bio-ethanol facility” with strength to
distil 385,000l of ethanol in a day, and can produce up to 32 MW energy via the
generating plant. Addax Bioenergy was able to get more funding through the clean
carbon credits by achieving the Clean Development Mechanisms (CDM) and got the
government support energy purchase agreement with the national electricity authority
to purchase energy generated by the project. These cases did not only portray that
private investment can promote renewable energy development in Africa, it also shows
that effective government policies can attract private investment for economic growth.

2.4 Financing LIC in SSA Through Climate Finance

Africa requires about US$100 billion yearly, in order to stay in tune with the safe
environment power generation agenda. The inability to provide safe environment
energy to a certain level will bring about unsafe environment for citizens and can lead
to about 100 million citizens living in abject poverty by 2030. Therefore, climate
finance for safe environment energy was created by multinational relationships to
deliver a safe environmental energy for populace in SSA. Climate finance is projected
to rise to US$100 billion annually by 2020 to complement infrastructure finance, for
the access to power and assist safe environment energy planning services and adoption
in SSA [3]. Policy makers in the SSA region must adapt to favorable policies that can
influence climate finance in the region, to reduce the recent statistics of other regions
benefiting more than the SSA on climate finance, as shown in the Fig. 1 below. Climate
finance has the potential the complement the United Nations sustainable access to
energy for all initiative by 2030 in diverse ways [5]. The sustainable energy agenda
comprises of policies and framework aimed at attracting finances for renewable energy
development in the SSA. Climate finance mechanisms are independent of the sus-
tainable energy goals, but can play a significant role in facilitating the circulations of
technologies for renewable energy and influencing efficient energy, by making sure
energy is generally accessed in a sustainable manner and pattern thereby promoting the
sustainable energy for all initiatives [4].

2.5 Malawi Experience Climate Finance

Malawi is a country in Africa, located in the Southern part of Africa, has boundaries
with Zambia in the northwest, Tanzania to the northeast and Mozambique on the west,
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south and east border respectively. With a population of 15 million people, whereby
85% lives in the rural area and a growth rate of 2.8% [28]. The percent of poverty is
high in Malawi because of environmental pollution, lack food security for the citizen,
gender issues, and unsafe climatic factors influencing the poverty ratio to a very high
proportion. Insecure power generation has affected the lives of the people of Malawi.
The non-availability of stable source of power has hindered the development of the
production industry, tourism and mining sectors of the economy, which ought to
diversify the economy to boost the economic development, the failure of the energy
sector to deliver adequate stable and safe source of energy, has resulted to increase in
poverty and development of the country [17]. The economic impact of power
unavailability is estimated to be 6.5% GDP when compared to 5.5% GDP in Uganda
and 4% GDP in Tanzania, therefore, it is very vital for the development of sustainable
power infrastructure in the region to aid economic development, improves lives, and
alleviates poverty [1].

Most developing countries contributes little to the greenhouse gas (GHG) emission
in the world, thereby making them not qualified for climate finance through the CDM
programs [29]. While which contributes greatly to the greenhouse emission gas (GHG),
due to the size of their development tend to attract more climate finance to their region.
This is ironical because countries with low rate of emission need the climate finance to
develop the low-carbon economy, to influence development [30]. Lack of adequate
finance is said to have hindered to development of sustainable power infrastructural
development in Malawi [31]. Below is the rural electrification program in Malawi
aimed at financing renewable energy projects.

2.6 Rural Electrification in Malawi

In a bid to improve the access of electricity in Malawi, in 2003 the government of
Malawi created a body called Malawi Rural Electrification programs (MAREP)
responsible for improving electricity access in both rural and urban centers, with
favorable legal and political for inclusive development for all aimed at creating
employment and reduce poverty by a guaranteed power security (Government of

Fig. 1. Climate finance distribution
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Malawi, 2013). In the frame of implementing the Energy Policy in Malawi, several
policies were enacted like the power supply Act, Rural Electrification policy, power
regulation policy, electricity policy. For the purpose of financing, managing, aiding and
regulating, led to the enactment of the Energy Policy Act in 2004. The vital part of the
Act created the Malawi Rural Fund that consists of funding disseminated by legislators
with the motives of the finances and rural sales of electricity dues. The finances gotten
from the rural electrification fund act, it has been significant to the growth sustainability
energy goals of the MAREP the project is in the seventh stage 2003. For the purpose of
efficiency with flow of finances in the MAREP Act, apart from the traditional means of
financing infrastructure, the fund gotten from the price of petrol and diesel is injected to
make funds available and nation’s law guides this act. In the same vain budgets,
allocation and rates from fossils fuel are directed to finance the renewable energy
development agenda in Malawi.

2.7 Lake Turkana Wind Power Project (LTWP) in Kenya

This project is located in the Marsabit region of Kenya. The LWTP is about 300 MW,
which is about 20% of the generation capacity of Kenya; this promotes renewable
development in Kenya. The cost of the project is about 459 million euro, and nothing
was gotten from government coffers meaning it was private investment capital. This is
one the challenges facing the development power infrastructure, because private
investors are reluctant to invest in businesses with low financial returns [32]. The life
span of the project is 20 years and has the capacity reduce carbon emission by 16
million all through the project life, and registering the project with the CDM in a bid to
attracting more finances with carbon credits sales. In the quest to boost the financial
strength, limits risks and attract private investors, there was a consensus by the
developers of the project and national institutions for higher rates and stable price, on
the basis of paying the national institutions from the sales of carbon credits. This is
different from several projects where the financial strength of the project is based on the
sales of carbon credits, which is unreliable because the prices shift due with market
forces. The act has greatly increased the sustainability rate as the price from the sale of
carbon credits has fallen without affecting the viability of the project.

2.8 Standardized Power Purchase Agreements (SPPAs) (Tanzania)

The power sector in Tanzania is closely related to that of Malawi, plagued with
insufficient power generation and excessive demand for electricity when compared to
the rest of the LICs in Sub Sahara Africa. Two determinants are involved as support
instrument for renewable energy sources and electricity are the priced based instrument
and quantity based instrument. These tools create a false market to promote power
sources development by price fixing to enable the market determine the quantity of the
renewable power sources or fixing the amount of generation of electricity to allow the
market determines its prices, these instruments affect the power sectors differently.

Findings from the experiences of projects all over the globe, implies that Feed-in
Tariffs (FITs) are the most efficient and viable regulations that can promote sustainable
development growth with respect to renewable energy sources, because they offer a
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stable price for a particular time for the amount of power generated from the sources of
renewable energy [33]. These cases are different in the developing countries, due to the
limitations of policy reforms, financial constraints and technical abilities [34]. These
constraints of clumsy and management delays increase the cost and hinders projects
execution, these disrupt the development in the power sectors in the low-income
countries of the SSA because it discouragements private investors faces in renewable
energy investment [34]. To curb the issue of FITs in Tanzania characterized as a
low-income country, the medium of SPPAs was set up to complement the FITs policy
to ensure economic development in Tanzania. These SPPAs procurements of network
connected volumes and off network connected volumes and the connection between the
power sector to the purchases and small energy projects generators. The medium has
greatly minimized the rate of different policy requirements in the renewable energy
sources, instead improving the use of standardized certification that recognizes the
needs of the smaller energy generators. Other countries in the LICs should emulate
Tanzania in the deployments of small capacity renewable energy facilities of about
10 MW to be able to promote renewable development in the region and attract more
investments [4].

2.9 Countries of SSA

There is need for huge investment in the energy sector of the LICs in SSA countries
because traditional means of financing power infrastructure has been constrained with
the amount required for financing. For instance, Africa countries requires about US
$47.6 billion per year from 2005 to 2015 to finance its power sector. So according to
Eberhand et al. [23], the following are the sources used in the financing of power
infrastructure in the SSA.

2.9.1 Domestic Finance
Prior to the financial crisis, the fiscal policies and financial base of the SSA were viable
with improved economic growth approximately 4% from the year 01–05. Low-income
countries allocate about 30% of their annual budgeting to infrastructure development;
they are considered to have a fragile tax base. This is low when compared with the rest
of developing countries, and suggest a reform in the area of domestic finance to be able
to improve domestic generation of resources to boost power infrastructure facilities in
the regions.

2.9.2 Development Financial Assistance
The official development assistance (ODA) was framed from development assistance
committee (DAC) and is given to the OECD countries in the form of aids to assist in
the development of power infrastructure facilities. From 1990 to 2000, the financial
assistance for infrastructure development in sub Saharan Africa was stable at US$492
million yearly. This aid was also improved from US$642 million in 2004 to US$810 in
2006, with the sole aim of improving and bridging the financial gap of power infras-
tructure in the SSA.
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2.9.3 Private Finance
Due to the heavy financial capacity needed for power infrastructure development in
LICs countries of the SSA, there is a need for private investors participating in the
power sector to boost economic growth and development of the region. Private finance
has helped boost the financial strength of infrastructure in the region, in the year, 1990
US$40 million was invested in power infrastructure in the SSA, these have since risen
to US$1.2 billion in 2008 to restrain the funding gap in financing of power infras-
tructure in the region. Moreover, this has led to the building of new energy facilities
and rehabilitation of old ones to boost the supply of electricity.

2.9.4 Local Capital Market
There is need for local financial market to back power infrastructure investment in the
region, by providing cover for the long-term loan to encourage investors in the
investing in power infrastructure facilities in the region.

2.9.5 Bank Borrowing
Commercial bank borrowing has greatly with other factors improved the development
of energy facilities in the LICs countries; this is evident with the amount borrowed for
power facilities by the end of 2006 was above US$2.7 billion dollars. For the countries
in the LICs, the capacity of the commercial banks is limited to successfully initiate
power infrastructure development. Therefore, there is need for syndicated borrowing to
improve infrastructure facilities with the contribution of the commercial banks.

2.9.6 Equity Finance
This involves the sales of energy shares with the aim of getting financial strength in
funding power development. The total of about US$55.9 billion was raised through
equity finance to boost power facilities in the SSA region, with the aim of realizing a
steady power supply and economic development in the region.

2.9.7 Corporate Bonds
This type of power infrastructure financing mechanisms involves the issuing of finance
from multinational or foreign corporations with the purpose of meeting the financial
needs in the funding power development in the region at large to boost economic
growth by alleviating power and improves lives.

3 Research Methodology

This study is carried out with respect to existing literature, from published researchers
with the aim of assessing the challenges facing power infrastructure development in the
low-income countries (LICs) of Sub-Sahara Africa (SSA). This study mostly focuses
on the power/energy infrastructure development in SSA. In addition, this study
reviewed power infrastructure literature on challenges, financing and effective legis-
lation in the SSA, quantitative research methodology was used in carrying out this
study.

560 E. Ayorinde et al.



4 Discussions and Findings from Literature

According to the existing literature the following factors were revealed as the chal-
lenges in power infrastructure development in the Low-Income Countries (LICs) of
Sub-Sahara Africa (SSA). Chirambo [4] revealed that one of the challenges facing the
development of power infrastructure in the LICs of SSA is lack of viable power
institutions; the lack of skilled and efficient power sector ministries in the LICs of SSA
has hindered the development of power infrastructure in the region. No private investor
will be willing to invest in a weak and inefficient sector. According to the United
Nations report in 2012 on sustainable power development in SSA, the following factors
was identified as some of the challenges faced in the financing of power infrastructure
in the LICs; lack of adequate finance; due to heavy financial weight involved in the
financing of power infrastructure, the LICs lacks adequate private investors partici-
pating in the region as a result of these power infrastructure is mainly financed by the
government. Unfavorable policy framework; for any development to occur in the
power infrastructure sector in any country there must be favorable policies influencing
the positive growth of the sector, the LICs lack this factor and has hindered its
development. The absence of technological knowledge; the lack of skilled personnel in
advancing the technology of the LICs has hindered its growth, thereby restricting its
technology growth, which has positive effects on new form of power generation. Tight
power generation plan; the nature of the generation plan in the LICs of SSA has
restricted its growth factor in power development; this is because no investor is willing
to invest much in a platform like that. Low cost of electrification; the low rate of tariffs
adopted by the government of the LICs due to the rate of poverty in the region, has
however hindered private investor’s participation in the region. This is because the aim
of every investor is to make profit i.e. value for money.

Furthermore, improving the power infrastructure condition in the LICs in SSA,
according to Chirambo [4] there must be efficient policy framework, workable
objectives and improved financial atmosphere. Financing through climate finance was
used in financing power infrastructure in Tanzania (Lake Turkuna Wind Power Project)
and Malawi in the rural electrification programs. According to Eberhand et al. [23] and
Chirambo [4], the sources of financing power infrastructure in the LICs in the SSA was
observed as the following; domestic finance, development financial assistance, private
capital, domestic capital market, bank loans, equity capital, corporate bonds.

5 Conclusion and Recommendations

This article explored literature on power infrastructure development in the SSA and
Africa. The explored literature explored showed that there are several challenges facing
the development of power infrastructure in LICs in the SSA region, which are; lack of
innovative finances, lack of efficient policy regulations. Literature also showed that if
power is secured in the region, it will improve the economic growth in the region
whereby improving lives, eradicating poverty and employment in the region.
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